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Abstract

We build a home production model where consumers choose how to spend their off-market
time using market consumption purchases. Heterogeneity in the labor intensities of differ-
ent home production activities governs the degree to which income changes or relative price
changes affect the composition of market consumption expenditure. We demonstrate that fail-
ing to account for time use complementarities with market purchases implies that the value of
the skills of homemakers engaging in home production is zero. In a quantitative exercise on
aggregate expenditure data, we use the model to estimate the degree to which relative price
changes versus wage growth have contributed to the rise in the services share of U.S. expen-
diture since 1948. Our findings suggest that structural change is mostly driven by supply-side
factors affecting relative prices rather than consumers having increasing preferences for ser-
vices as averages wages rise. Further, we demonstrate that our non-homothetic preference
structure based on home production admits an aggregate representation. Robustness tests
show that empirical estimates on aggregate expenditure data are not significantly affected by
aggregation bias.
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1 Introduction

All consumption takes time. One does not simultaneously purchase and consume a product. It
takes time to procure the product and then to subsequently mold it into its final consumable form.
Gary Becker recognized this in his original home production paper, “A Theory of the Allocation
of Time” (Becker 1965). We focus on several previously un-discussed theoretical implications of
Beckerian home production, then apply a tractable home production model to a quantitative ex-
ercise on aggregate United States (U.S.) consumption expenditure data in order to estimate the
degree to which wage growth and relative price effects have contributed to the rise in the services
share of consumption expenditure since 1948. From hereon we will refer to this rise as structural
change, the dynamics of which are well-studied with most authors in agreement that some kind
of non-homothetic preference structure is required to reconcile this phenomenon in data. Up to
this point income effects are generally theorized to result from consumers’ need to consume a ba-
sic subsistence level of consumption, modeled with variations of Stone-Geary preferences (Geary
1950; Stone 1954).1 In this paper we provide an alternative micro-foundational explanation for
why expenditure shares may vary in income and relative prices. As in Becker (1965), we suppose
households derive utility only from final commodities produced in the home using some combi-
nation of market purchases and time. Using this model we demonstrate that the responsiveness of
the composition of household expenditure to income and relative price changes depends on dif-
ferentials in the labor intensities of different home production activities. Additionally, we demon-
strate that failing to allow for non-zero time to consume market purchases implies that the skills
of household members provide no additional value added. Such implications are extreme, sug-
gesting that, for example, the time one spends cooking a meal at home has no value. Taking our
model to aggregate expenditure data, we argue that structural change appears mostly driven by
supply-side factors affecting relative prices, not consumers adjusting their expenditure patterns
as a response to long run wage growth.

Thus far in the structural change literature, consumers’ need to achieve a basic subsistence
level of consumption is the most common microfoundational explanation for the existence of ap-
parent income effects in the data. Depending on the definition of the commodity space, whether
only goods and services are modeled or agricultural goods and manufactured goods are sepa-
rately considered, the estimated subsistence level of consumption varies considerably, depending
on both the time frame and the country over which the data is collected. While the argument that
subsistence consumption is indeed the reason for the existence of income effects is cogent in de-
veloping countries where agricultural output is a considerable fraction of total economic output,
the story is not as intuitive in explaining the more recent rise of the services expenditure share
in advanced economies. Indeed, Buera and Kaboski (2009) note that estimates of Stone-Geary

1For structural change analyses that rely on subsistence preferences see Kongsamut, Rebelo, and Xie (2001), Buera
and Kaboski (2009), Matsuyama (2009), Herrendorf, Rogerson, and Valentinyi (2013), Uy, Yi, and Zhang (2013), and
Bridgman, Duernecker, and Herrendorf (2018). Alternatively, Boppart (2014) uses a form of “price independent gener-
alized linearity” (PIGL) preferences described by Muellbauer (1975, 1976) that admit aggregation across households.
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subsistence consumption levels for the U.S. depend on the length of the time series employed,
with income effects resulting from subsistence preferences unable to simultaneously explain the
early-nineteenth century transition of the U.S. economy from agriculture toward manufacturing
and the mid-twentieth century transition from manufacturing to services. This puzzle suggests
the need to employ an alternative and more comprehensive model of household decision-making
with the flexibility to capture both economic transitions. As a proposed alternative, we explic-
itly model the in-home tradeoffs faced by households between spending time engaging in home
production, market consumption, and market work. Rather than suppose consumers must pur-
chase a certain amount of market consumption to survive, in the event of pure market breakdown
where no trades are made our model allows consumers to produce 100% of final consumption
in the household. At this extreme, the model could theoretically describe the tradeoffs faced by
an early American frontier family that goes months or years without civilized contact, forced to
subsist for themselves without the ability to trade or barter for market goods and services. At the
other extreme households may spend most of their time working so that they can simply purchase
market services and rarely have to engage in time-consuming off-market tasks involving the ma-
nipulation of purchased market goods into final consumption. In our formulation households
buy market purchases so that they may be used, though how households allocate their time and
available market resources depends on the degree of substitutability between different market
purchases and time spent devoted to different off-market tasks. These within-household substi-
tution effects depend on both the gross substitutability between the outputs of home production
and how labor intensive those various home production processes are.

The theoretical model we describe generates quantitative results regarding structural change
that are robust to the inclusion of different degrees of consumer durable asset service flows in
the overall goods series. When only non-durable goods are used, income effects appear relatively
stronger. In our empirical exercises, we show that in the long run, after counterfactually fixing
relative prices at those observed in 1948, income gains do not alone affect changes in the relative
consumption basket. Rather, these changes appear almost totally driven by changes in relative
prices. Thus, using our home production framework, supply-side factors appear to be the pri-
mary drivers of structural change, with income effects playing only a minor role. For example,
Ngai and Pissarides (2007) propose that structural transformation is primarily driven by differen-
tials in sectoral productivities which lead to capital deepening and force labor to shift to the less
productive sector, driving up market prices in that sector (services) relative to the more produc-
tive one (goods). Acemoglu and Guerrieri (2008) achieve similar results with sectoral differences
in factor shares for production inputs, leading to differential rates of capital accumulation. Buera
and Kaboski (2012), on the other hand, show that the relative rate of structural change depends
on the productivity advantage of high-skilled workers in predominantly service industries ver-
sus their low-skilled counterparts working in manufacturing. Autor and Dorn (2013) tell a story
with implications that contradict the premises but not the results in Buera and Kaboski (2012): au-
tomation in manufacturing has driven low-skilled workers to low-wage service industry jobs. As
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consumer preferences have evolved to favor variety over specialization, new services are created,
but these jobs are occupied mostly by low-skilled workers. An implication of Autor and Dorn
(2013) is that the decline in the relative price of goods to services would be driven almost exclu-
sively by total factor productivity differentials between sectors, since they contend that relatively
high levels of low-skilled workers in services versus manufacturing negatively affects the relative
productivity of the two sectors.

While our empirical resuults justify continued exploration of the degree to which supply-side
phenomena may be driving structural change, we focus explicitly in this paper on a the decision
process of households engaging in home production. Our analyses are thus partial equilibrium
in nature and operate under the assumption that each household in the economy is a price-taker
and does not take into consideration how his actions on the market will affect general equilib-
rium outcomes. This assumption is common in partial equilibrium structural change literature,
as demonstrated in Herrendorf, Rogerson, and Valentinyi (2013). This paper thus proceeds as
follows. First, in Section 2 we describe our version of a Beckerian model of home production
and document the model’s implications for home production value-added, income and relative
price effects, and household labor supply decisions. Then in Section 3 we present empirical facts,
regression equations, discuss identifying assumptions, derive sufficient conditions by which the
model can be estimated using aggregate data, and present estimation and counterfactual results.
In Section 4 we conclude.

2 Theory of the Household

Consider a consumer who purchases a real quantity of groceries q at price p which he intends to
use to make dinner for his family. The household derives final utility in the sense of Becker (1965)
from consuming this dinner prepared and cooked by our master homemaker using recently pur-
chased market goods — the groceries — as inputs. Perhaps he also uses knives, mixing bowls,
cutting boards, the stove or microwave. Denote these durable items owned by the household
which are used to achieve the production of dinner as a. Finally, the master homemaker uses his
time n both to shop for q and to prepare the dinner. If our homemaker is indeed a gastronomic
maestro, the amount of time he uses will likely exceed that of the microwaving novice. Along
both extremes, time is required nonetheless. Let c denote dinner, the final consumption commod-
ity, produced using market goods q, durable possessions a, and time n according to some general
production process f , which is such that c = f (q, a, n). This formulation differs from those of
Gronau (1977), Graham and Green (1984), Benhabib, Rogerson, and Wright (1991), Rupert, Roger-
son, and Wright (1995), Ingram, Kocherlakota, and Savin (1997), Bridgman, Duernecker, and Her-
rendorf (2018), and Boerma and Karabarbounis (2019) who all dispense with the idea that market
goods and time are combined together in some home production function to produce a final com-
modity. Notable exceptions are McGrattan, Rogerson, and Wright (1993) and Gomme, Kydland,
and Rupert (2001) which allow for durable capital to be combined with time toward the produc-
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tion of home consumption commodities, but additional non-durable market goods are still absent
from their formulations. Micro-data analyses, like those in Aguiar and Hurst (2005, 2007) and
Aguiar, Hurst, and Karabarbounis (2013), provide evidence that consumer expenditure and off-
market time use decisions are interdependent, suggesting home production models should take
such complementarities into consideration.

When thinking about how households use market goods, it is anecdotally evident that com-
plementarities exist between the consumption of these purchased goods and non-work time. In
models with only one consumption commodity and elastic labor supply, complementarities be-
tween leisure and consumption are explicitly considered. However, this is usually not the case in
models where consumers derive utility from multiple consumption commodities. Yet, time use
and consumption complementarities exist because households derive final utility not simply from
purchasing a product at a store, but rather as the outcome of what they do with that product after
it is purchased. This fundamental observation lies at the core of Gary Becker’s original argument
— that time and all market purchases, not just durables, are combined to produce the final com-
modity from which the household derives its final utility. Even when using market services, like
for example hiring a home cleaning service, consumers must at least briefly spend time finding the
maid and explaining to the hired hand what cleaning needs to be done. While this amount of time
is less than the amount of time required to clean the house oneself, the amount of time is never-
theless not zero. Time use complementarities are more readily apparent when thinking about the
inputs required in such a process as making a meal. Meanwhile, this model of household behav-
ior challenges the conventional assumption made in modern macroeconomic models to classify as
leisure all time spent outside of a formal, income-producing job.2 The Beckerian approach, rather,
is to model all off-market time as spent engaging in some home production activity, one of which
could be leisure.

To illustrate the importance of time use and market purchase complementarities, consider
someone who purchases a market good, like say a boat, and does not spend any time using it.
Can we truly say that the boat is providing value to this consumer? He works overtime nights
and weekends to pay for a boat that he never uses. It is well-established common knowledge that
boats depreciate in value very quickly, so surely this consumer does not view the purchase as a
capital investment. He must make time in his schedule to use the boat and derive utility from
it. He thus faces an implicit tradeoff between working more to earn more money to pay for the
boat and all the maintenance it requires versus spending time actually using the boat and deriving
utility from it. If he knows he does not have the time to both supply labor to pay for the boat and
enjoy the boat once he has it, he will not make the decision to purchase the boat.3

The implicit returns a household derives from using a product one period may be different
than the returns derived from using the same product in another period. Perhaps the household’s
time is more valuable due to wage increases, so the time they once spent cooking an intricate

2An exception here is the analysis in Aguiar, Hurst, and Karabarbounis (2013) which distinguishes between off-
market leisure time and off-market non-leisure time.

3Or at least he shouldn’t.
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meal requiring one hour of preparation may be more valuably spent on another task and so the
household is more willing to order take out. But wages do not just have to change to affect the
implicit returns of home production. Holding wages and all other prices fixed, suppose our master
homemaker takes a cooking class and learns some new techniques in the kitchen he is now itching
to try out. The same meal he cooked using the same ingredients in a previous period now tastes
better due to the culinary knowledge he acquired. The productivity of his meal preparation has
thus improved because he is now able to produce a higher quality product within the home in the
same amount of time, purchasing the same ingredients at the same market price.

In this manner, our work here fits in with a broader discussion regarding the aggregate impacts
of changes to in-home activities. In his book “The Rise and Fall of American Growth,” Robert
Gordon contends that one reason United States GDP growth rates in the post war era were so
consistently high was because new household consumer products, such as dishwashers, washing
machines, air conditioners, etc., were being produced and purchased at mass rates (Gordon 2016).
Gordon contends that adoption of such household durables freed up off-market time of homemak-
ers, reducing the amount of time they spent doing chores. In this context there exists a fundamen-
tal distinction between market demand and off-market time use that is more commodity-specific
and task-specific than a mere consumption/leisure tradeoff. Inspired by Gordon (2016) we incor-
porate such a distinction into our model while allowing for the ability of households to perform
certain tasks to evolve exogenously over time.

Modeling explicit complementarities between time use and market goods purchases assumes
three anecdotal ideas relating to consumer behavior: 1) a consumer cannot enjoy a market good
and derive final utility from its consumption if he cannot spend time using it; 2) there appear to
exist no market purchase for which the former is not true; 3) the return consumers derive from
using market purchases in home production processes depends on the exogenous, time-varying
ability of the consumer to engage in transformation of market goods to final goods. Our model is
flexible enough to capture all limiting conditions, where time is valued on its own, absent market
purchase complimentarities, and vice-versa. The remainder of the theoretical model exposition
proceeds as follows. In Section 2.1 we construct a stylized model of household decisions which
captures fundamental aspects of the theory described here. In Section 2.3, we perform compar-
ative statics in a two good economy in order to illustrate the tradeoffs faced by households in
simultaneously choosing how much to purchase and how to use those purchases.

2.1 General Model of the Household

We will develop the model at the household level in order to eventually arrive at a proposition
which shows, under certain conditions, that our relative demand representation aggregates. Time
is discrete and indexed by t. Each period a household derives utility from the consumption of I
final goods cith each produced under the home production process fith, which takes as inputs a Ji
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dimensional vector of market goods qith and time nith.4 Final consumption is such that

cith = fith(qith, nith) ∀i, t, h (1)

We dispense with modeling fixed durable assets as inputs. Assume instead that some components
of market inputs contain the service flows from durables, which ultimately are what the household
uses when engaging in home production. In our quantitative exercises we will construct the data
series so that the value of service flows from durable goods held by households is included in the
value of market goods, as if the household rents durables from some firm “producing” new service
flows each period. Price indices will be adjusted to account for this via procedures described in
Appendix A.1.

Let qth be a J dimensional vector whose components are each of the commodities on the market
place. Let Pt be a J dimensional vector of market prices and xth the associated expenditure vector,
the components of which are such that Pjtq jth = x jth. Given we are building a household’s problem
from the ground up, we need to arrive at a preference representation that admits aggregation
across the commodity space. To do this, Assumptions 1 and 2 are necessary.

Assumption 1. There is no joint production using market goods. That is, if q jth is a component of
qith then q jth cannot be a component of qi′th for any i′ , i.

Assumption 2. All input resources are used up in the production of final consumption commodi-
ties. That is ∀ j ∈ {1, . . . , J}, ∃i ∈ {1, . . . , I} such that q jth is a component of qith.

Assumptions 1 and 2 together imply that J = ∑
I
i=1 Ji.5

Each period households derive flow utility u(cth) from consumption of the I dimensional vec-
tor of final goods cth.6

Assumption 3. u(cth) is separable across components of cth. That is, for all k , i and k , j,
the marginal rate of substitution between final consumption derived from processes i and j is
independent of consumption in process k.

The separability imposed by Assumption 3 will allow us to invoke an aggregation theorem to
collapse the market commodity space into indices such that the production process for each final
good takes one and only one market good as input. This is described in Lemma 1 and its proof,
which requires specification of equilibrium conditions. Before moving on to that, let us finish
characterizing the household’s choices.

4All vectors are column vectors and denoted using bold font.
5Assumption 1 allows us to avoid the parameter identification issues in home production models with joint produc-

tion described in a back and forth between Bill Barnett, Robert Pollak, and Michael Wachter in the 1970s (Pollak and
Wachter 1975; Barnett 1977). Special thanks to Javier Birchenall for pointing this out.

6These “goods” are the outputs of home production activities. In the spirit of Becker (1965), a single component of c
might capture the total enjoyment one feels both from spending time cooking and time eating a meal. We also refer to
the components of cth as distinct household “activities.”
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Let n denote the total time available to the household, and assume that all households face the
same time constraints. Households earn wages wth from supplying labor lth on the open market
place. They also choose nith which is time spent engaging in home production activity i. Let nth

denote the I-dimensional vector describing time spent on home activities. Total time allocated to
market and home activities must satisfy:7

lth +
I

∑
i=1

nith ≤ n (2)

Let yth represent effective cash-on-hand, which is a function of total available income and the
efficiency-value of time. Given this information, we can write the household budget constraint:8

J

∑
j=1

Pjthq jth + wth

I

∑
i=1

nith ≤ yth (5)

Note that our analysis here focusses on the intratemporal tradeoffs households face with regards
to market purchases and off-market time use decisions. For this reason, our analyses will oper-
ate on the static equilibrium conditions descbring the period t marginal rates of substitution for
purchasing different market commodities and allocating time toward their utilization. For this
reason, we can dispense with specifying the household’s full problem in dynamic terms, since we
are not concerned with consumption-smoothing motives behind investment decisions, only how
household’s allocate their cash-on-hand across different consumption commodities each period.
Under these restrictions a household’s problem can be framed

max
qth ,nth

∞
∑
t=0
βtu(cth) (6)

subject to
J

∑
j=1

Pjthq jth + wth

I

∑
i=1

nith ≤ yth (7)

cith = fith(qith, nith) ∀i, t, h (8)

We will not explicitly specify a parameterization for fith(qith, nith). The reason for this is that
our modeling assumptions allow us to invoke an aggregation theorem over commodities to make

7Note that each home production process is associated with multiple market inputs but only one time input. There-
fore, we have separate indices for market inputs used in each home production activity, but the time use vector is I
dimensional.

8Specifically, since market expenditure must satisfy

J

∑
j=1

Pjtq jth ≤ wthlth + Rtkth − kt+1,h (3)

where Rtkth − kt+1 is capital income net of savings. Substituting (2) for lth, it is clear that effective cash-on-hand is

yth = wthn + Rtkth − kt+1 (4)
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the analysis more compact.9 This is described in Lemma 1.

Lemma 1. Assume each household is a utility maximizer. Under Assumptions 1, 2, and 3, and
under Theorem 1 of Green (1964) attributed to Leontief (1947), we can restrict our analysis to

ũth(q1th, . . . , qith, . . . , qIth, n1th, . . . , nIth) (9)

where qith is some index that describes the grouping of market goods
{

qi1th, . . . , qi jith, . . . , qiJith
}

.

Proof. See Appendix C.1. �

The intuition behind Lemma 1 is that Assumptions 1 and 3 guarantee that the intratemporal
marginal rate of substitution for two goods used in the same home production process is inde-
pendent of other goods not used in that process. The econometrician can then use an index of
his choice to form a single composite good qith which describes the market value of the entire
vector of goods qith used in production process fith.10 Thus rather than specifying a functional
form for fith(qith, nith) from here on our analysis operates on cith = f̃ith(qith, nith), the commodity-
aggregated home production function for final good cith.11

Assumption 4. The aggregated home production function f̃ith(qith, nith) is strictly increasing, quasi-
concave, and homogeneous of degree one.

Assumption 4 is used in our equilibrium results to characterize the value added to household
market purchases from engaging in home production activities. Composing u(cth) with each
f̃ith(qith, nith) gives us ũth:

u(cth) = u
(

f̃1th(q1th, n1th), . . . , f̃ith(qith, nith), . . . , f̃ Ith(qIth, nIth)
)
= ũth(qth, nth) (10)

Unlike u(cth), composed utility depends on the possibly time-varying home production process,
so we index it with both t and h to account for this. Each home production process is associated
with time and one market input, which implies that there are the same number of market goods
as final goods, i.e. J = I, in the commodity-aggregated problem.

2.1.1 Household Equilibrium Conditions

Let µth denote the period t marginal utility of wealth, i.e. the Lagrange multiplier on the budget
constraint. Each period household choices of market consumption qt and off-market time use nt

9Thanks to Laurence Ales for pointing this result out.
10Scalar qith is the composite good. Again, bold font is reserved for vectors.
11We admit our usage of the word “aggregated” is slightly abusive throughout this paper. To be clear, f̃ith is an

“aggregated” home production function in the sense that it takes the composite qith as an input, where qith is the sum
over the quantities of all commodities in its class. We will also use the word “aggregate” to describe total expenditure
and consumption in the entire United States economy for specific commodity classes, i.e. “goods” and “services.”
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must satisfy the budget constraint plus the following conditions:

∂u
∂cith

∂ f̃ith

∂qith
= Pitµth ∀i, t, h (11)

∂u
∂cith

∂ f̃ith

∂nith
= wthµth ∀i, t, h (12)

For each final activity cith we can combine the equilibrium conditions for the marginal utilities
of qith and nith to arrive at an expression describing the marginal rate of technical substitution
between time and market inputs for process i:

∂ f̃ith

∂qith

/
∂ f̃ith

∂nith
=

Pit

wth
(13)

Of interest are the tradeoffs faced by consumers when engaging in market purchases. Consider the
following expression describing the marginal rate of substitution between different final activities
c jth and cith:

∂u
∂c jth

/
∂u

∂cith
=

Pjt

∂ f̃ jth
∂q jth

∂ f̃ith
∂qith

Pit
(14)

The two terms on the right hand side of (14) are the shadow prices, with respect to the internal
household marketplace, of consuming cith and c jth. If market the price Pit is in dollar units, then
the shadow price of cith is equal to dollar-value of market inputs per unit of output from process
f̃ith.

Lemma 2. The shadow price of activities cith associated with the consumption of qith is equal

exactly to Pit if and only if ∂ f̃ith
∂qith

= 1.

Proof. See Appendix C.1. �

When the marginal product of market inputs is unity the production function is perfectly linear
in qith. Thus, increases in market inputs do not result in diminishing marginal activities. That is,
the amount of activity associated with the consumption of qith constantly increases at the same
rate across all levels of market inputs. Let us consider why diminishing marginal returns may
make more sense. First, holding time nith fixed, adding another unit of market inputs qith will
conceivably lead to a smaller increase in final consumption output due to the fact that with more
market purchases and the same amount of time, the amount of time consumers have to use each
specific input decreases, perhaps leading to unusable purchases, i.e. waste. Similarly, holding qith

fixed and increasing nith, consumers can devote more time toward using each market purchase,
wasting time perhaps on frivolous tasks using such purchases after the totality of their usefulness
has been reached. Lemma 2 thus shows that the marginal value of final consumption is only
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exactly equal to the market price of inputs in the absence of home production frictions inducing
diminishing returns.

It is often common in economic analyses to think of the household as ultimately a consumer
rather than a producer. Truly, the household engages in both production and consumption tasks,
using its time to manipulate market purchases into a final consumable item, like for example a
meal. At each step along a supply chain the value of the new outputs created using inputs is at
least the sum of the values of the inputs used. Thus we should expect that if time and market
inputs are used to produce an output in the home, additional value added should ensue as in all
other steps along the supply chain. The explicit market costs of home production are simply the
cost of market purchases. Proposition 1 states that the value added from home production, above
and beyond explicit costs, is the market value of time used in the home production process. Unlike
in production at the firm level, the laborer and the ultimate end-user of output are necessarily
the same. Thus, the market value of the time the consumer spends engaging in specific home
production tasks directly quantifies the additional value his efforts provide him, since he faces the
opportunity cost of not working on the market and earning more income which he could use to
purchase additional market inputs.12

Proposition 1. For each i, the value added in the production of final good cith is equal to wthnith,
the market value of time spent on task i.

Proof. See Appendix C.1. �

The proof of Proposition 1 requires two applications of Euler’s theorem for homogeneous func-
tions and is left for inspection in the attached appendix. Corollary 1 to Proposition 1 demonstrates
why

Corollary 1. If cith = qith, so that consumers derive utility directly from market purchases, then
home production provides no additional value to the household.

Corollary 1 may seem obvious: of course there can be no value added from a process that never
happens. But what this says is that if we fail to account for how households spend their off-market
time using market purchases, then we are essentially saying that engaging in home production
provides no additional value to the household beyond the value of the market purchases them-
selves. This is an extreme statement that says a meal cooked and prepared in the household is
only as valuable as the sum of all the market commodities used to prepare it. Under such a mod-
eling assumption, the intrinsic skills of the homemaker contribute nothing to the value of the final
meal. This result thus demonstrates how splitting the off-market time allocation decision into a
vector of decisions over activities while also allowing for time use complementarities with market

12Our home production value added measure is very similar to that in Bridgman, Duernecker, and Herrendorf (2018),
except that their measure accounts for the opportunity costs of leasing household-held capital to firms. Since we model
household-held capital as durable consumption service flows which provide utility and contribute directly to home
production, our measure of value added is just slightly different, though as in Bridgman, Duernecker, and Herrendorf
(2018) we use the replacement wage approach to value off-market time.
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purchases provides a mechanism for quantifying and capturing the value of engaging in home
production.

2.2 Parameterization & Relative Demand

From here on, our analyses will operate on equilibrium conditions involving fully parameterized
utility and home production functions. We choose a constant elasticity of substitution (CES) form
for u(cth):

u(cth) =

( I

∑
i=1
θic

ρ
ith

) 1
ρ

(15)

ρ parameterizes the intratemporal elasticity of substitution which is 1
1−ρ . Let zith describe the total

factor productivity of process f̃ith. This term captures several things: 1) a household’s exogenously
evolving ability to spend time using market commodity i in order to produce the final consump-
tion commodity; 2) the intrinsic value to a household of quality gains to qith; 3) folk knowledge
possessed by the household as to how best accomplish the production of cith. We specify a Cobb-
Douglas form for the composite-commodity aggregate home production functions f̃ith(qith, nith:

f̃ith(qith, nith) = zithqωi
ithn1−ωi

ith (16)

ωi is the output elasticity of market goods in process i and is assumed to be interior to the unit
interval. Furtherωi is assumed the same for all households, so that final consumption heterogene-
ity across households results only from variation in productivities and market wages. Combining
(15) and (16), the composite-commodity aggregated flow utility function ũth(qth, nth) is:

ũth(qth, nth) =

( I

∑
i=1

zithqρωi
ith nρ−ρωi

ith

) 1
ρ

(17)

The parameterized first-order conditions are:

∂ũth

∂qith
= ũth(qth, nth)

1−ρωiθiz
ρ
ithqρωi

ith nρ−ρωi
ith

(
1

qith

)
= Pitµt (18)

∂ũth

∂nith
= ũth(qth, nth)

1−ρ(1−ωi)θiz
ρ
ithqρωi

ith nρ−ρωi
ith

(
1

nith

)
= wthµt (19)

Using the above marginal utilities, we can derive conditions describing the equilibrium rela-
tionship between time use and market inputs for a single production process. After taking first-
order conditions and doing some algebra, the infra-marginal rate of substitution between time
and market goods for process i is linear due to the homogeneity of degree one assumption:

nithωi

qith(1−ωi)
=

Pit

wth
(20)
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Using (20), we can write the equilibrium choice of nith as an implicit function of qith and vice-versa:

nith(qith) =

(
1−ωi

ωi

)(
Pit

wth

)
qith (21)

qith(nith) =

(
ωi

1−ωi

)(
wth

Pit

)
nith (22)

These functions will be used to marginalize out nith and arrive at relative demand representations
we can eventually estimate using only market expenditure data. Proposition 2 provides us with
this relative demand representation.

Proposition 2. Under Lemma 1, CES utility for final consumption, and Cobb-Douglas aggregated
home production, the relative demand for market good j to market good i can be written

(
q jth

qith

)
=

[
θiωi[(1−ωi)/ωi]

(1−ωi)ρ

θ jω j[(1−ω j)/ω j]
(1−ω j)ρ

] 1
ρ−1

P
1−ρ+ρω j
ρ−1

jt P
1−ρ+ρωi

1−ρ
it w

ρ(ωi−ω j)
ρ−1

th

[
zith

z jth

] ρ
ρ−1

(23)

Proof. See Appendix C.1. �

Relative market consumption is thus a power function of prices, wages, and unobserved relative
productivities. Proposition 2 is the starting point toward deriving a system of reduced-form linear
estimating equations which map directly back to the structural equilibrium conditions.

Corollary 2. The same procedure can be applied as in Proposition 2 to express the time devoted
toward production process j relative to process i as follows:

(
n jth

nith

)
=

[
θi(1−ωi)[ωi/(1−ωi)]

ρωi

θ j(1−ω j)[ω j/(1−ω j)]
ρω j

] 1
ρ−1

P
ρω j
ρ−1
jt P

ρωi
1−ρ

it w
ρ(ωi−ω j)
ρ−1

th

[
zith

z jth

] ρ
ρ−1

(24)

Proof. See Appendix C.1. �

If indeed the researcher possesses information about time use in home production, Corollary 2
provides additional degrees of freedom for estimation or calibration.

2.3 Comparative Statics

To illustrate the important micro-foundational theoretical implications of our formulation, we en-
gage in several comparative statics in this partial equilibrium environment with households tak-
ing prices as given. We dispense with time t and household h subscripts for simplicity. The
household uses its fixed cash on hand y each period to purchase two market commodities q1 and
q2 at prices P1 and P2, which enter into home production functions, along with time n1 and n2, to
produce final commodities c1 and c2 according to a time-independent Cobb-Douglas specification
as in (16). Assume households know market prices and home productivities z1 and z2 and take
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them as given. The exercises can generally be grouped into two camps. First, we consider a house-
hold operating in a static environment, inelastically supplying a fixed amount of labor l for which
it receives wages w. With inelastic labor supply, we consider several equilibrium tradeoffs which
depend on the relative price of market goods P1

P2
and the relative productivity of home production

z1
z2

. For simplicity, supposeθ1 = θ2.13 Assuming inelastic labor supply, we will undergo two broad
exercises. First, we look at relative productivity and relative price effects on relative market pur-
chases and relative time use. Second, we consider how changes in wages impact relative market
purchases and relative time use through the model. Finally, we relax the inelastic labor supply
assumption and examine how l varies in relative prices under different home production time use
intensities.

For the first exercise, we will set ω1 = ω2 = ω so that differentials in relative factor inputs
to different home production processes are entirely driven by price and productivity differentials.
This strong assumption will allow us to conduct our indifference-curve analysis on clean, closed-
form expressions, which we do in Section 2.3.1. Note that whenω1 =ω2, ũ(q, n) is homogeneous
of degree one in q, so relative market consumption will not change as wages change. This can be
readily verified by confirming that the coefficient on wages in (23), ρ(ω2−ω1)

ρ−1 , is 0 whenω1 = ω2, so
that relative consumption is independent of wages under this parameterization. However, for the
ω1 ,ω2 case, ũ(q, n) is non-homothetic in q. That is ũ(a · q, n) , a ũ(q, n) even after using (21) to
substitute out n. Note that ũ(q, n) is still homogeneous of degree one in all arguments. However,
there is a limit to how much n can be reasonably scaled, with amplification of home time use
automatically taking away from available market time. If labor is supplied inelastically, as would
be the case for a household whose members are contractually obligated to work a certain number
of hours per week, then assessing the homogeneity of ũ(q, n) in n is not meaningful. Thus, in
Section 2.3.2, we relax the assumption that output elasticities across processes are equal in order to
analyze how income changes induce relative market purchase changes under different elasticities
of substitution for final consumption. Finally, in Section 2.3.3 we relax the assumption that labor
is inelastically supplied and demonstrate that on the intensive margin household labor supply is
independent of market prices if home production time use intensities are identical,ω1 = ω2. We
then show that whenω1 ,ω2 both the sign and magnitude of household labor supply responses
to relative price changes depend on the degree of final consumption substitutability ρ and which
market commodity qi is associated with the more time intensive production process.

2.3.1 Consumption and Off-Market Time Use Tradeoffs Under Identical Factor Intensities:
ω1 = ω2 = ω

Fix cash-on-hand at y = y. Consider the following expressions for the marginal rates of substi-
tution for market inputs and time use which we arrive at after composing first order conditions

13Assuming otherwise does not change the qualitative nature of our results.
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with the static equivalents of (21) and (22) respectively:

MRS(q1, q2) =

(
z1

z2

)ρ(q1

q2

)ρ−1(P1

P2

)ρ(1−ω)

(25)

MRS(n1, n2) =

(
z1

z2

)ρ(n1

n2

)ρ−1(P2

P1

)ρω
(26)

Proposition 3 summarizes the effects of changes in z1
z2

on household equilibrium choices.

Proposition 3. Fix P1 = P2 = 1 and z2. Consider the following cases separately:

i. If final goods are substitutes so that ρ ∈ (0, 1), then an increase (decrease) in z1 is welfare
improving and results in an increase (decrease) in equilibrium q1

q2
and an increase (decrease)

in n1
n2

.

ii. If final goods are complements so that ρ ∈ (−∞, 0), then an increase (decrease) in z1 is welfare
improving and results in a decrease (increase) in equilibrium q1

q2
and a decrease (increase) in

n1
n2

.

Proof. See Appendix C.1. �

Figures 1 and 2 demonstrate how changes in the curvature of the utility function driven by relative
changes in productivities affect equilibrium outcomes as described in Proposition 3. Our indiffer-
ence curve analyses in this section operate on two-dimensional slices of the four-dimensional util-
ity surface. One slice looks at the tradeoff consumers face between choosing q1 and q2 while the
other looks at the time use tradeoff with respect to choosing n1 and n2.14 Note that for ρ ∈ (0, 1),
the slopes of the quasi-indifference curves become more negative as z1 increases, holding all other
variables fixed. For ρ < 0, the opposite occurs. In the former case, consumers now get more out
of every q1 and n1 input to the home production process behind c1. Since c1 and c2 are substitutes,
it makes sense to buy more q1 and use more n1 since relative increases in z1 ensure c1 can be pro-
duced more efficiently than c2. Essentially consumers substitute both market purchases and their
time allocation toward the more productive process. When ρ < 0, complementarities induce con-
sumers to forego additional purchases of q1 and spend less time n1 on process c1 in order to devote
more resources to produce c2, thus catching up to the efficiency gains of process c1. Regardless of
the value of ρ, increasing z1 while holding z2 fixed is absolutely welfare improving .

14We call the partial indifference curves presented in these plots “quasi-indifference curves.”
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q1

q2

y
P2

45◦

z1 = z2

z1 > z2

ρ ∈ (0, 1)

n1

n2

n− l

45◦

z1 = z2

z1 > z2

u
u′ > u

Figure 1: (0 < ρ < 1) — Consider equilibrium changes resulting from increases in z1 relative to z2
when 0 < ρ < 1, i.e. final goods are substitutes. Here, P1 = P2 = 1. Holding q1 and n1 fixed at
every utility level, notice that q2 and n2 decrease as a result of increases in z1

z2
. Increases to z1 must

be welfare improving because the slopes of the quasi-indifference curves that pass through every
(q1, q2) and (n1, n2) pair steepen, becoming more negative, meaning the consumer now receives
utility u′ > u. The formal argument for the welfare improvement can be found in the proof to
Proposition 3 in Appendix C.1.

q1

q2

y
P2

45◦

z1 = z2

z1 > z2

ρ < 0

n1

n2

n− l

45◦

z1 = z2

z1 > z2

u

u′ > u

Figure 2: (ρ < 0) — Consider equilibrium changes resulting from increases in z1 relative to z2
when ρ < 0, i.e. final goods are complements. Again, P1 = P2 = 1. Holding q1 and n1 fixed at
every utility level, notice that q2 and n2 increase as a result of increases in z1

z2
. Increases to z1 must

be welfare improving because the slopes of the quasi-indifference curves that pass through every
(q1, q2) and (n1, n2) pair flatten, becoming less negative, meaning consumers can now afford a
new bundle at a higher utility level.
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q1

q2

y/P1y/P′1
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q′2

q′1
q1 n1

n2

n− l

45◦

n2

n′2

n′1
n1

P1

P′1 > P1

Figure 3: (0 < ρ < 1) — The plot demonstrates how equilibrium outcomes change when P1
P2

increases relative to baseline unit relative prices, i.e. P1 = P2. A change in P1
P2

when final consump-
tion commodities are perfect substitutes induces positive co-movement of q1

q2
and n1

n2
. The proof of

Proposition 4 details the exact mathematical mechanisms causing this phenomenon.

q1
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q′2

q′1
q1 n1

n2

n− l

45◦

n2

n′2

n′1
n1

P1

P′1 > P1

Figure 4: (ρ < 0) — The plot demonstrates how equilibrium outcomes change when P1
P2

increases
relative to baseline unit relative prices, i.e. P1 = P2. A change in P1

P2
when final consumption

commodities are perfect substitutes induces negative co-movement of q1
q2

and n1
n2

.
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Analyzing how relative market purchases and home time use respond to relative market price
changes may perhaps be more interesting to readers, especially econometricians, given prices are
what we observe, not productivities. Proposition 4 demonstrates that for fixed relative productiv-
ities with P2 as numeraire, the elasticity of substitution for final consumption dictates the sign of
co-movements in q1

q2
and n1

n2
as a result of changes to P1.

Proposition 4. Fix z1 = z2 = 1 and P2. Consider the following cases separately:

i. If final goods are substitutes so that ρ ∈ (0, 1), then an increase (decrease) in P1
P2

leads to a
decrease (increase) in equilibrium q1

q2
and a decrease (increase) in equilibrium n1

n2
.

ii. If final goods are complements so that ρ ∈ (−∞, 0), then an increase (decrease) in P1
P2

leads to
a decrease (increase) in equilibrium q1

q2
and an increase (decrease) in n1

n2
.

Proof. See Appendix C.1. �

Turning now to relative price effects, when final goods are substitutes the ratios move to-
gether. When they are complements, increases in P1 lead to decreases in q1

q2
, but consumers offset

the decline in q1 by shifting time toward the production of c1, so n1
n2

increases. How can market
consumption and time use ratios move in different directions? Note first that price changes in-
duce shifts in both the quasi-indifference curve that shows the tradeoff between consumption of
q1 and q2 and the budget constraint. Yet, with respect to time use, only the quasi-indifference
curves shift. When ρ ∈ (0, 1), we show in the proof to Proposition 4 that ρω

ρ−1 , the coefficient on
relative prices P1

P2
in the relative time use equation, is negative. Consumers thus substitute their

resources away from the process associated with the market good whose prices are increasing. Yet
when ρ < 0, ρω

ρ−1 > 0, and consumers devote less market resources to process c1 but relatively
more time. In this case complementarities within the household, specifically complementarities
between the outputs of different home production processes, dominate the traditional substitu-
tion effect induced by raising relative prices. In this way, when final activities are complements,
consumers can insure themselves against adverse price shocks by substituting time for market
purchases in the activity for which market prices increased. These results demonstrate the com-
plexity of various substitution effects when the time-allocation vector is split up among different
tasks in the manner we impose.

2.3.2 Wage Effects Under Differing Factor Intensities: ω1 ,ω2

One of the main contributions of our framework is that it provides a possible micro-foundational
explanation for why income effects appear in the data: they fundamentally depend on how con-
sumers spend their off-market time engaging in home production activities using different market
commodities. We theorize that non-homotheticities are generated by differences in the labor in-
tensity of in-home activities along with the relative freedom by which consumers can divert their
resources toward other activities (i.e. the substitution elasticity between activities). We now show
that these effects induce non-linear Engel curves in wages when factor shares are different. There
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is no reason to believe that similar effects would not be generated if the CES or Cobb-Douglas
assumptions were relaxed.

Utility functions that generate linear Engel curves are homothetic, and homotheticity implies
that expenditure shares in market goods are constant regardless of income. Holding prices fixed,
this implies that q1

q2
is constant in wages w which is clearly only true ifω1 = ω2. Thus, how rela-

tive market consumption varies in w depends on the sign of the coefficient ρ(ω2−ω1)
ρ−1 which itself

depends on whether final goods are complements or substitutes and which production process is
more time intensive. Proposition 5 summarizes this.

Proposition 5. Consider the implications of two separate cases and their corresponding sub-
cases:

i. Suppose ρ(ω2−ω1)
ρ−1 < 0 so that q1

q2
is decreasing in w then one and only one of the following

must hold:

a. ρ < 0 andω2 < ω1

b. ρ ∈ (0, 1) andω2 > ω1

ii. Suppose ρ(ω2−ω1)
ρ−1 > 0 so that q1

q2
is increasing in w then one and only one of the following

must hold:

a. ρ < 0 andω2 > ω1

b. ρ ∈ (0, 1) andω2 < ω1

Proof. See Appendix C.1. �

The proof of Proposition 5 is fairly trivial. The main takeaways are as follows. If ρ < 0, so
that final goods are complements, then consumption and time use shift toward the more time-
intensive task as w increases. If ρ ∈ (0, 1), so that final goods are substitutes, then consumption
and time use shift toward the less time-intensive task as w increases. Consider case (i) primarily,
so that relative market purchases of q1 to q2 fall as wages rise. If w is rising and final goods are
complements, so that ρ < 0, then consumers scale up purchases of q2 at a faster rate than q1 since
they can take advantage of q1’s relatively higher factor intensity, ω1.15 They thus want relatively
more of the factor input associated with the relatively more time-intensive process — in this case
q2. n2 would increase relative to n1 as well in this case. For case (ii.a.) the same phenomenon
occurs, except q1 is relatively more time-intensive, so relative consumption of q1 to q2 increases.
Returning to case (i), suppose now ρ ∈ (0, 1), so that final goods are substitutes. Then consumers
scale up purchases of the good associated with the less time-intensive process faster — in this
case, q2. Put another way, they want more of the good associated with the more goods-intensive
process. In case (ii.b.) the argument remains the same except consumers want relatively more of
q1 and n1 as w rises.

15Note that q1 is indeed a “good,” so consumption is increasing in w just more slowly than that of q2.
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Let us place this into anecdotal context. Consider the tradeoff faced by a consumer who is
choosing whether to buy more cleaning supplies in order to clean his house or pay someone to do
it for him. The former activity is more time-intensive than the latter which is more dependent on
market resources — the services provided by the hired maid. Suppose the consumer receives a
wage increase. If ρ < 0 so that the outputs from these activities are complements, consumers will
choose to purchase more cleaning supplies rather than more cleaning services as a result of a wage
increase. On the other hand, if ρ ∈ (0, 1) so that the outputs from these activities are substitutes,
consumers will hire more cleaning services as a result of a wage increase.

We remind the reader that the results here hold under the assumption that prices remain fixed.
If prices and real wages are simultaneously changing the value of ρ along with the absolute differ-
ence |ω2 −ω1|will determine whether relative price effects or wage effects dominate. Indeed, we
find in our quantitative exercises that ρ < 0 and services are less time-intensive, yet the wage effect
plays only a minor role driving long-run structural change compared to relative price changes.

2.3.3 Labor Supply Dependencies on Relative Price Changes

In this section we relax the assumption that labor supply is fixed to analyze how consumers ad-
just their labor supply as a response to changes in the relative price of market goods. Note that in
our model there are multiple forces weighing on equilibrium labor supply decisions. Given con-
sumers have multiple choices with respect to how to spend their off-market time, each of which
are complimentary with a separate market purchase commodity, changes in the prices of market
purchases can impact both the equlibrium distribution of off-market time and labor supply on the
intensive margin. These tradeoffs will depend on the underlying time intensities of home pro-
duction processes, ω1 and ω2, as well as the gross substitutability (or gross complementarity) of
final consumption ρ. As before, assume effective cash on hand y is fixed and θ1 = θ2. We show in
Proposition 6 that if consumers are adjusting their labor supply in response to price changes then
the underlying labor intensities of the two home production processes must be different.

Proposition 6. Fix z1 = z2 = 1. If household labor supply is non-constant in prices, i.e. ∂l
∂Pi
, 0

for all i ∈ {1, 2}, thenω1 ,ω2.

Proof. See Appendix C.1. �

Note that Proposition 6 does not say that l is non-constant in prices if and only if the input elas-
ticities are equal. In fact, when ω1 , ω2, the relationship between labor and prices can be non-
monotonic for certain parameter combinations.

To illustrate how the intensive margin of labor l depends on prices P1 and P2, input elasticities
ω1 andω2, and the gross substitutability of final consumption ρ, we derive the equilibrium labor
supply function l(P1, P2,ω1,ω2, w) and plot it for different values of relative prices P1/P2 under
different parameterizations.16 We allow P1/P2 to vary from 0.1 to 10, which is accomplished by

16A detailed derivation of l(P1 , P2 ,ω1 ,ω2 , w) can be found in Appendix C.2.
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setting P2 = 1 and varying P1. We also fix w = 1 and n = 24, while letting y = wn + save
where save = 0.1 y, giving a rounded value for cash on hand of 26.66667. We choose several
combinations of ω1, ω2, and ρ presenting l and n2 supply and demand functions side by side
below in four different figures.

Interactions between home production time intensities governed byω1 andω2 and gross sub-
stitutability governed by ρ lead to some non-monotonic relationships in prices for labor and off-
market time use functions. We begin our discussion focussing on cases where ρ ∈ (0, 1) so that
the final outputs of home production are substitutes. Figure 5 demonstrates that if the market
price associated with the market input for the less time intensive process increases, and home
production outputs are substitutes, then off-market time dramatically shifts toward the less time
intensive process and labor supply falls just as dramatically. Yet this phenomenon does not appear
to be symmetric. When the price of the market commodity associated with the more time inten-
sive process increases, consumers do not substitute time away from this process as quickly, in
fact increasing time devoted toward this process if the final outputs of home production are only
mildly substitutable. This can be seen by noting in Figure 6b that n2 is non-monotonic in changes
to P1 for 0 < ρ ≤ 0.6, so that if P1 is big enough n2 and l both fall and consumers spend more
time on n1. Note that q1 is falling in P1, but when 0 < ρ ≤ 0.6 it appears that home production
time use and market purchase complementarities dominate final commodity substitution effects.
As ρ→ 1 the substiution effect over final consumption becomes stronger until it is strong enough
to induce increases in n2 and thus corresponding decreases in both n1 (and q1), which is evident
via the purple line in Figure 6b.

In Figures 7 and 8, we consider supply of l and off-market time allocation when the outputs
of home production are complements, ρ < 0. Notice that price sensitivity is the same for l as
when ρ ∈ (0, 1): in Figure 7a, l is sensitive to price changes affecting the market commodity
associated with the less time intensive process just as in Figure 5a. However, when ρ ∈ (0, 1)
labor supply generally declines in price increases since consumers must allocate more time to the
time intensive process (i = 2) to make up for relative increases in q2 to q1, while when ρ < 0 labor
supply increases as P1 rises since consumers need to allocate more market resources toward q1 due
to both the gross complementarities and home production complementarities. Further, in Figure
7a notice that n2 falls faster than l rises when P1 increases past P1 ≈ P2 = 1. This demonstrates
that for high enough relative prices the increase in P1 leads to both increases in labor to fund
more expensive market purchases and increases in n1 relative to n2, consistent with Proposition
4. Turning to the case where i = 1 is more time intensive, labor supply is more insensitive to
variation in P1 than when i = 2 is more time intensive, as is seen in Figure 8a. This is similar to
the flatness of household labor supply when ρ ∈ (0, 1) observed in Figure 6a.
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(a) Labor (b) Off-market time n2

Figure 5: (0 < ρ < 1 and ω1 > ω2) — From left to right, we present labor supply l and the
off-market time use for final consumption activity i = 2, n2. We set ω1 = 0.8 and ω2 = 0.2,
so that process i = 2 is more time intensive. Notice that increasing P1 relative to numeraire P2
causes l to fall. As ρ → 1, the n2 policy function transitions from being non-monotonic to strictly
increasing in P1/P2, so that as home production outputs become more substitutable, the strength
of this substitutability dominates complementarities between market purchases and time use.

(a) Labor (b) Off-market time n2

Figure 6: (0 < ρ < 1 and ω1 < ω2) — This time we set ω1 = 0.4 and ω2 = 0.6, so that process
i = 1 is more time intensive. As ρ → 1, approaching linear preferences for final consumption, n2
begins to increase in P1/P2 to the point where for ρ = 0.9, the n2 policy function appears mono-
tonic in P1/P2. For big enough ρ consumers substitute toward the less time-intensive process,
though if ρ is small enough they compensate for declines in q1 by spending more time on process
i = 1.
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(a) Labor (b) Off-market time n2

Figure 7: (ρ < 0 and ω1 > ω2) — Now final activities are complements. As in Figure 5 we set
ω1 = 0.8 andω2 = 0.2, so that process i = 2 is more time intensive. Labor varies in P1/P2 in the
opposite way than when ρ ∈ (0, 1). Further, n2 declines in P1/P2 faster than l rises, so that the
remaining time moves to process i = 1, the task for which the market input experienced a price
increase, consistent with Proposition 4.

(a) Labor (b) Off-market time n2

Figure 8: (ρ < 0 and ω1 < ω2) — As in Figure 6 we set ω1 = 0.4 and ω2 = 0.6, so that now
process i = 1 is more time intensive. Labor supply is flat in prices again and n2 exhibits very
small variation, similar to when ρ ∈ (0, 1). Notice that, though when ρ ∈ (0, 1) there appears to
be a limiting condition in which increases in P1 lead to changes in the behavior of n2, this does not
occur when ρ < 0.
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3 Quantitative Applications

To understand the empirical implications of our theoretical results, we engage in a quantitative
exercise using the model to estimate the degree to which relative price or wage changes have con-
tributed to the long-run increase in the services share of U.S. consumption expenditure. Prior to
engaging in this empirical exercise, we first examine several long-run trends in U.S. consump-
tion expenditure. We then define the estimating equations and establish the assumptions needed
to identify whether the final, household activities associated with goods and services are sub-
stitutes or complements and which processes are more time-intensive. Of note, we show that
under certain assumptions regarding the relative household productivities of goods to services,
our equilibrium relative demand representation in Proposition 2 admits aggregation over house-
holds. Under these aggregation assumptions, we estimate the model using a Cochrane-Orcutt
procedure on linear, reduced-form estimating equations. With our estimated coefficients, we en-
gage in counterfactual exercises fixing relative prices and wages separately in order to understand
which channel has most affected long-run structural change.

3.1 Empirical Regularities

Our quantitative exercises operate on several well-established long-run trends in U.S. economic
activity from 1948-2018: the decline in the aggregate nominal consumption value of goods to ser-
vices Xgt/Xst, changes in the aggregate relative quantity indices of goods and services Q̃gt/Q̃st,
and the decline in aggregate relative goods to services prices Pgt/Pst.1718 Both the signs and mag-
nitudes of these changes depend on the degree to which we account for the presence of consumer
durables in the various goods series — Xgt, Q̃gt, and Pgt. Since durable flows are a non-trivial part
of aggregate goods consumption, the failure to properly account for how consumers use accumu-
lated durables in their everyday activities can lead to different estimates as to what degree wage
and relative price effects have contributed to structural change. We contend that different market
commodities are associated with different tradeoffs between consumption and off-market time
use, and these differences are the fundamental causes of income and relative price effects. Since
these tradeoffs result from home production complementarities, we must naturally examine data
accounting for the value of the entire stock of durables, not just new durables investment. This is

17Throughout the quantitative analysis we will distinguish between aggregate quantity indices and actual quantities
by denoting quantity indices with a tilde. Actual quantities of goods and services are unknown, so for empirical
exercises involving quantity changes, we must use quantity indices.

18We should note that previous drafts of this paper naively used American Time Use Survey (ATUS) diary data from
2003-2018 to construct separate data series for total off-market time spent using goods and services, with the goal to
jointly estimate the relative demand and relative time use equations. Upon closer examination of the structure of the
ATUS survey, however, we began to notice some glaring omissions and subsequently removed unreliable estimates that
relied on this data. Appendix A.3 provides an explanation of how the survey is constructed and why it appears particu-
larly biased against how consumers use new services. Due to this likely measurement error and lacking any consistent
way to correct for the bias against services in ATUS, our estimates are conducted solely using market expenditure data.
Recall that the model we build in Section 2 can be conveniently collapsed, with time use variables marginalized out by
combining first order conditions, in order to facilitate estimation solely using expenditure data.
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because accumulated durable consumption assets, like kitchen appliances for example, contribute
to home production output. Assuming the nominal value of the service flows of durables is equal
to the aggregate resale value of all durables presently in utilization, the main goods expenditure
series we construct will be the sum of non-durable expenditure and the nominal value of all con-
sumer durables. Goods prices will be adjusted to accomodate this new series we construct, the
details of which are described further in Appendix A.1.

The degree to which the U.S. has undergone structural change from goods to services dom-
inated consumption depends to an extent on what underlying products and activities actually
comprise the goods and services expenditure series. The sensitivity of measures of structural
change can be illustrated by separately examining the long run ratios of goods to services expen-
diture, goods to services chain-weighted 2012 quantities, and goods to services chain-weighted
2012 prices when the goods data series account for consumer durables in varying degrees. These
three different aggregate data series are presented in Figure 9, where we plot relative goods to
services expenditure, relative quantity indices, and relative price indices separately depending on
the degree to which we account for consumer durables. Note that in each of the plots, the services
series are taken directly from the National Income and Product Accounts (NIPA) for services con-
sumption expenditure, services chain-weighted 2012 quantity index, and services chain-weighted
2012 price index series. Meanwhile, the goods series in each plot are constructed so as to include
the relevant data series associated with non-durable consumption in addition to one of the fol-
lowing: 1) the entire stock of consumer durable assets not including residential housing (solid
black line), 2) only investment in new durable assets (dotted red line), 3) no measure of durables
at all. Data on the nominal stock of durable assets is taken from the Bureau of Economic Analysis’
(BEA) Fixed Asset Tables, while investment in durables comes from NIPA measures of durable
consumption expenditure. For details on how our consumption and expenditure data series and
their corresponding price and quantity indices are constructed, see Appendix A.1. We follow
Bernanke (1985), McGrattan, Rogerson, and Wright (1993), and Gomme, Kydland, and Rupert
(2001) in constructing a data series of goods expenditure using the durables stock in order to ac-
count for the presence of service flows from consumer durables in households’ home production
activities. In the model, we will not explicitly separate durables and non-durables, so that house-
holds can be thought to be purchasing the service flows of durables on the market, hence the need
to adjust aggregate goods prices accordingly. This allows us to avoid having to estimate more than
one simultaneous demand equation and generates ready comparisons to the literature examining
the forces driving the evolution of the U.S. economy from manufacturing to services domination.

Upon first glance, failure to include durables service flows can lead to biased estimates of the
degree to which the value of final consumption in the U.S. has changed over the last half century.
In Figure 9a notice that the decline in the nominal value of consumption goods, including the
durables stock, relative to services is 64.2% (black line) versus a 75.5% decline when durables are
totally left out (dashed blue line). Meanwhile, Figure 9c shows that when the value of the full
durables stock is included, relative market-equivalent prices were over 3.5 times higher in 1948
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(a) Expenditure Ratio (b) Quantity Index Ratio

(c) Price Index Ratio

Figure 9: Clockwise from top left, we present the ratio of the aggregate nominal value of final
goods to services consumption (a), the ratio of goods to services chain-weighted quantity indices
with 2012 = 1 (b), and the relative chain-weighted price of goods to services where 2012 = 1 (c).
In each plot, we show three data series each constructed to include different measures of con-
sumer durables. The “Durables Stock” plots (solid black line) include the entire stock of existing
consumer durables in the goods series. The “Durables Expend” plots (dotted red line) include
only new investment in durables. The “No Durables” plots (dashed blue line) only include non-
durables in the goods series. All series are annual, 1948-2018.

compared to 2018, but only 1.8 times higher when leaving out durables. When including the full
stock of durables, the decline in the nominal ratio appears at first glance to be driven more by
strong relative price declines, since relative 2012 chain-weighted quantities of goods to services
actually have increased over the last half century (black line in Figure 9b).

Looking at the dashed blue lines where durables are excluded, note that relative expenditure,
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relative quantities, and relative prices are all simultaneously falling, suggesting that something
akin to income effects are generally outweighing relative price effects in long run structural trans-
formation, a conclusion consistent with work in Kongsamut, Rebelo, and Xie (2001), Buera and
Kaboski (2009), Herrendorf, Rogerson, and Valentinyi (2013), and Boppart (2014). This is because
one would expect relative prices to move opposite relative quantities if relative price effects were
significant. Either way, even after ignoring the solid black line which includes the full measure of
the stock of durables, a natural question to ask is, why might such income effects be driving this
trend? If income effects driving structural change do indeed result from consumers substituting
market purchases away from time-intensive home production tasks toward services, then the en-
tire stock of consumer durables must be included in any goods data series used for quantitative
analysis. This is because consumers use durables frequently in home production activities. Thus,
inference on structural change using final expenditure cannot be complete without properly ac-
counting for the value of this stock of assets and the ever-changing ways in which consumers use
them.

While different empirical assessments of structural change have found that income effects in-
herent in consumer preferences are important, the definition of what constitutes an income effect
has not been consistently deployed. The model in Boppart (2014) accounts for income effects by
estimating the expenditure elasticity of demand for goods simultaneousy while instrumenting for
household income with a fixed-effects regression using a cross-section of consumption expendi-
ture survey (CEX) data. Thus, Boppart (2014) qunatifies a pure, classical income effect that can
explain both dynamic and cross-sectional variation in expenditure shares. Herrendorf, Rogerson,
and Valentinyi (2013), meanwhile, uses aggregate data to counterfactually simulate the degree to
which aggregate expenditure shares change when relative prices evolve as observed, but total ex-
penditure remains constant. Since total consumption expenditure is historically a constant share
of aggregate output, the income effect documented in Herrendorf, Rogerson, and Valentinyi (2013)
can be read as an aggregate income effect. The strength of the income effect in Herrendorf, Rogerson,
and Valentinyi (2013) is stronger than that in Boppart (2014), though the latter accounts for pos-
sible cross-sectional household preference heterogeneity. Herrendorf, Rogerson, and Valentinyi
(2013) affirm the strength of the aggregate income effect by comparing the fit of a homothetic
model with a model containing non-homotheticities via Stone-Geary preferences.

Empirically, we examine how changes in relative prices and wages affect long-run expendi-
ture and consumption for goods relative to services. Thus, the “income effect” we estimate is
actually a wage effect since we do not account for changes in capital income impacting consump-
tion. Our results and those in the literature are not necessarily comparable one-to-one, since the
labor share of income has fallen in the U.S. from approximately 65% in 1948 to just over 58% in
2016.19 Nonetheless, over the period 1948-2018, aggregate wages equal to the sum of total labor
compensation (employees’ hourly wages plus proprietors’ income) divided by total hours worked
has increased. This can be seen in Figure 10a, where the separate chain-weighted price deflators

19See Giandrea and Sprague (2017).
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(a) Real hourly wages (b) Price index, $2012 = 1

Figure 10: We plot long run real hourly wages Wt in 2012 chained-dollars in panel (a) and the correspond-
ing chain-weighted price index we use to deflate the nominal wage series in panel (b). Notice that when
the stock of durable goods is not totally included in the construction of the chain-weighted index (dashed
blue line and dotted red line), imputed real wages have grown at a slower rate.

corresponding to the different price indices for the different aggregate baskets of goods are pre-
sented alongside in Figure 10b.20 The chain-weighted aggregate price indices, accounting for both
changes to the composition of the consumption basket and the overall level of consumption over
time, are different, accounting for the changing nominal value of either the durables stock, just
durables expenditure, or no durables at all. The differences in real wage measurements are solely
due to the differences in these price level measurements. With our model we exploit the con-
venient log-linear structure of relative demand to examine wage effects on the composition of
aggregate consumption along with price changes. Given the decline in the labor share of income,
wage effects will not necessarily be correlated one-to-one with income effects, but instead provide
a proxy for us to understand how income effects operate in a structural model of consumption
expenditure accounting for both durables utilization and time use complementarities with market
purchases.

3.2 Identifying Assumptions & Parameter Restrictions

The estimation procedure outlined here operates on household relative demand for market pur-
chases described in Proposition 2 for the U.S. economy. Note that, given we are in possession of
chain-weighted quantity indices normalized so that 2012 = 1, direct estimation of relative demand
in (23) would yield estimates ofβ0i that depend on the base year chosen for the construction of Q̃ jt,
for all j. Instead, we multiply both sides of the relative demand equation in Proposition 2 by the
fraction Pjt

Pit
and then take logs of both sides to get a reduced-form equation describing log expen-

20See Appendix A.1 for how chain-weighted aggregate prices are constructed and Appendix A.2 for the specific data
series used to construct real aggregate hourly wages.
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diture ratios ln
(

x jth
xith

)
. All of our estimations operate on this expenditure equilibrium condition

modified from (23), using Cochrane-Orcutt linear time series estimation when the relative pro-
ductivity residuals are found to be serially correlated (Cochrane and Orcutt 1949). In Appendix B
we also estimate regressions using ratios of chain-weighted quantity indices in order to assess the
robustness of our price and wage elasticity estimates, finding no significant deviations from the
results we present in Section 3.4. Note that all equations are defined relative to some base com-
modity group, which we denote i = 1. It does not matter how or which commodity is selected: it
only changes the interpretation of the relative home productivity residuals. After taking logs we
can write

ln
(

x1th

xith

)
= β0i +β1 ln P1t +β2i ln Pit +β3i ln wth +ξith (27)

where β0i =

(
1

ρ− 1

)
ln

[
θiωi[(1−ωi)/ωi]

(1−ωi)ρ

θ1ω1[(1−ω1)/ω1](1−ω1)ρ

]
(28)

β1 =
ρω1

ρ− 1
(29)

β2i =
ρωi

1− ρ (30)

β3i =
ρ(ωi −ω1)

ρ− 1
(31)

ξith =

(
ρ

ρ− 1

)
ln

[
zith

z1th

]
(32)

If we have I commodity groups, equilibrium relative choices are exactly describe by I − 1 equa-
tions of (27). Note that in the event I > 2, the possibility of simultaneous equations endogenity
bias occurs, since ξith and ξi′th for i , i′ and i, i′ > 1 are each functions of z1th. Thus, in the event
a modeler desires to estimate the given system for more than two classes of market commodities,
some set of instruments for in-home productivities is required. In Section 3.4 our actual estimation
operates on a two commodity partition of U.S. so this problem will be avoided.

For each i ≥ 2, the relative home productivities ξith can be parameterized as evolving accord-
ing to an AR(1) process ξith = φiξi,t−1,h + νith where νith are iid white noise. We will first estimate
(27) under varying degrees of reduced-form parameter restrictions to get the time series of struc-
tural residuals {ξith}∀i,t,h. Then, we use these residuals to estimateφi. In the second stage, we use
the estimates of the autoregressive coefficients to difference the data and back out estimates for
the reduced-form β’s using the procedure outlined in Kadiyala (1968).

The values of β1, β2i, and β3i for all i ≥ 2 are the elasticities of relative expenditure x1th/xith

and time use n1th/nith with respect to P1t, Pit, and wth. Since we multiplied both sides of (23) by
the price ratio, it follows that the elasticities of relative real quantities demanded with respect to
P1t and Pit are β1 − 1 and β2i + 1 respectively. All of these elasticities depend on the underlying
elasticity of substitution between final goods 1

1−ρ and the market consumption and time use factor
intensities in home productionωi. In Proposition 7, we specify restrictions on these values which
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are a result of the model structure and confirm classical economic intuition regarding the relation-
ships between demand and price. Note that if ρ = 0, so that utility over final consumption is
Cobb-Douglas, then the first order conditions collapse and relative market expenditure and time
use are a constant proportion of relative prices. In such a case, relative productivities are irrelevant
to equilibrium outcomes, which can be seen by inspecting the relative demand equations in Propo-
sition 2. Further, when ρ = 0 relative market expenditure is constant over time, a condition which
data and previous work in Boppart (2014) suggest we can safely reject when the commodity-space
contains just goods and services. Therefore, we ignore the case where ρ = 0 and instead focus on
two cases: i) final goods cth are substitutes and ii) final goods cth are complements.

Proposition 7. Assumeωi ∈ (0, 1) for all i and suppose ρ , 0. For all structurally-valid values of
β1 and β2i, β3i = −β1 −β2i. Further, one of the following reduced-form restrictions must hold:

i. Home activities are substitutes so that ρ ∈ (0, 1) and:

β1 ∈ (−∞, 0)

β2i ∈ (0, ∞)

β3i ∈ (−∞, ∞)

(33)

ii. Home activities are complements so that ρ ∈ (−∞, 0) and:

β1 ∈ (0, 1)

β2i ∈ (−1, 0)

β3i ∈ (−1, 1)

(34)

For completeness, β0i ∈ (−∞, ∞).

Proof. See Appendix C.1. �

The sign restrictions on β1 thru β3i are natural. Recall from earlier discussion that β1 is the
elasticity of relative expenditure with respect to the base commodity price P1t, β2i is the elasticity
with respect to the price of commodity i ≥ 2, Pit, and β3i is the elasticity with respect to wages
wth. When the final consumption commodities produced are all substitutes, the relative quantity
demanded elasticities β1 − 1 and β2i + 1 adjust as one would expect: a 1% increase in the price
of good i ≥ 2, for example, yields a > 1% increase in the relative demand of good 1 to good
i and vice-versa. When final consumption commodities are complements, price responsiveness
is inelastic. The wage elasticity is restricted directly by the values of the price elasticities, the
limiting conditions of which explain the corresponding restrictions on β3i. When β3i is negative,
two things could be happening. First, if final in-home commodities are substitutes, then wage
increases drive consumers to substitute consumption toward market inputs associated with the
less time-intensive process, in this example i ≥ 2, cith, consistent with Proposition 5. Second,
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if final in-home goods are complements, then the production process associated with final good
i ≥ 2 must be more time-intensive, so wage increases induce consumers to buy more market
inputs for this process, freeing up their off-market time. When β3i > 0 the same logic applies, just
replace i ≥ 2 with the commodity featured in the numerator of the left-hand side variables, i = 1.

Our estimation operates on reduced-form relative expenditure elasticities because we cannot
exactly identify point-wise estimates of the underlying structural parameters ρ, θi, and ωi for
any i. Thus, Proposition 7 provides set-identification restrictions that ensure our reduced-form
elasticity estimates are consistent with the underlying restrictions on structural parameters. Based
on estimates of β1 and β2i’s for all i ≥ 2, we can identify whether final consumption activities are
substitutes or complements, restricting eitherβ2i ∈ (−1, 0) orβ2i ∈ (0, ∞) for every i ≥ 2. Having
identified the sign of ρ from the price elasticities, the sign of the restrictions β3i = −β1 − β2i

identifies the sign of (ωi −ω1), providing information on which market commodity is associated
with a more time-intensive home-production process.

Note that we cannot identify absolute total factor productivities, but ξith provides us with an
expression to identify the sign of log-relative productivities, allowing inference as to which home
production process features greater total factor productivity in any given period. Again, after
identifying the sign of ρ from the price elasticities we can identify the sign of the coefficient ρ

ρ−1

which is negative if ρ ∈ (0, 1) and positive otherwise. For example, if ρ ∈ (0, 1) and ξith < 0,
then we can infer that ln

[ zith
z1th

]
> 0 and zith > z1th, so returns to process i are higher than those for

process i = 1 in period t. If ξith < 0 but ρ < 0, then we would conclude process i = 1 is associated
with relatively higher productivity.

3.3 Conditions for Estimation with Aggregate Data

In Sections 3.4.1 and 3.4.3 our estimation routine operates on aggregate U.S. expenditure plus
household durables stock data from the BEA. We must ensure that our relative demand equation
aggregates so that we can estimate model parameters on a stand-in household. If the relative de-
mand equation indeed does aggregate then it represents true summation over household equilib-
rium decision outcomes under the assumption our model preference structure accurately captures
and explains the decisions of individual households. This would then ensure that our estimates
are not systematically biased due to the endogeneity of prices, under the additional assumption
that all households are price takers facing the decision structure we outline. We are not the first
to extend a demand representation derived from a non-homothetic preference structure to a rep-
resentative agent environment by simply showing that summation over all households preserves
the structure of select equilibrium conditions of the decision problem: Herrendorf, Rogerson, and
Valentinyi (2013) do the same. Proposition 8 outlines a sufficient condition in our model that
ensures we can replace xith with aggregate expenditure Xit in (27) for all i ≥ 1.21

Proposition 8. Let Wt be aggregated real labor income per hour worked, and let Zit
Z1t

be the rela-

21Aggregates, from here on, will be denoted with capital letters.
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tive aggregated total factor home productivity. If Wt
wth

=
(

zith
z1th

) 1
ωi−ω1

/(
Zit
Z1t

) 1
ωi−ω1 , then the relative

expenditure function admits aggregation.

Proof. See Appendix C.1 �

Proposition 8 requires the assumption that the ratio of household h’s wages relative to the na-
tional average is inversely proportional to the ratio of household h’s relative in-home productivity
on task i to aggregate in-home productivity on that same task. Let us consider the implications
of this assumption for a moment. Suppose household h earns an hourly wage below the national
average, so that wth < Wt. Further, suppose output elasticities are such that ωi > ω1. Then our
assumption implies zith

z1th
> Zit

Z1t
, so that household h is relatively more productive at process i (or

relatively less productive at process i = 1) than the national average. Conversely ifωi < ω1 then
household h is relatively more productive at process i = 1 than the national average. Thus, this as-
sumption says that for more time-intensive tasks, poorer households are relatively less productive
than wealthier ones. This assumption is just an extension of a feature of our model wherein the
marginal product of off-market time in a home production process is just the household’s market
wage. Naturally, if the values of off-market and market time are the same then as long as labor
and off-market time are efficiently allocated, we should expect richer households to be relatively
more efficient at generating final consumption with their off-market time. Note that the assump-
tion underlying Proposition 7 does not say that richer households are absolutely less productive
than poorer ones at less time intensive tasks. Rather, the assumption is just a statement about
differences in relatives — that is, relative in-home productivities.

Generally speaking in data, Proposition 8 is difficult to test. Theoretically, if we could estimate
reduced-form relative productivities at the household levelξith, then we could compute the degree
to which aggregation error biases our elasticity estimates and subsequently correct for this bias, by
re-running the regression accounting for this error. However, this would require knowledge of the
value of durable stocks owned by each household, not just their total consumption expenditure.
Lacking this data, we will estimate and correct for the aggregation bias as follows. Define εit as
average period t, commodity i aggregation bias. Denoting aggregate reduced-form productivity
residuals as Ξit then empirically we seek to substitute out wβ3i

th eξith with Wβ3i
t eΞit eεit where

εit = Eit

{
β3i(ln wth − ln Wt) +ξith − Ξit

}
(35)

with expectations taken over households. The aggregation-bias corrected relative expenditure
equation for estimation is then

ln
(

X1t

Xit

)
= β0i +β1 ln P1t +β2i ln Pit +β3iEt ln wth +Eitξith + Ξit (36)

Since Eitξith and Ξit cannot be separately identified, we will then treat them as a combined, single
residual.
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If household-level wage data and appropriate weights can be acquired then equation (36)
can be used to check the degree to which long-run parameter estimates using aggregate aver-
age wages from NIPA, computed by dividing total nominal labor consumption by total hours, are
subject to aggregation bias.22 Note the degree to which our model fails to accurately aggregate
consumer preferences depends on the underlying true elasticity of relative expenditure with re-
spect to wages, β3i. If we possessed time series of household-level data that incorporated stocks
of durable goods into the goods series, we could estimate this parameter using a household-level
fixed effects regression. We could then take estimates of β̂3i obtained on household-level data,
plug them into an aggregated version of equation (27), compute Ξ̂it, then compute an unbiased
and consistent estimate of ε̂it using estimates of β̂3i, ξ̂ith, and Ξ̂it. But we are aware of no good
measure of household-level durables stock data to perform such an estimation. Thus, only in pos-
session of cross sections of household level wage data from the BLS, we are left with estimating
equation (36) as a robustness check to understand the degree to which aggregation bias may be
affecting our parameter estimates and thus our counterfactual conclusions when using a measure
of average aggregate wages Wt. The results of this robustness test are discussed in Section 3.4.3.

3.4 Estimation Results

Our estimation results operate on an economy where the commodity space consists simply of
goods g and services s. From here on we call our commodity index i ∈ {g, s}. We perform
two separate estimation exercises, first looking at only long run Xgt/Xst from 1948-2018, then for
robustness regressing 2003-2018 Xgt/Xst both with and without correcting for aggregation bias.
The results generally reveal several things. We estimate that final commodities consumed, Cgt and
Cst, are complements, i.e. ρ < 0. Parameter estimates and counterfactual simulations demonstrate
that long run structural change in relative demand is driven mostly by changes in relative prices,
not aggregate wage effects. In fact, when the restriction β3 = −β1 −β2 is enforced and either the
stock of durables or durables investment is included in the goods series, wage growth has very
little impact on changes to relative demand. Third, when we estimate the model on a shortened
time series featuring 2003-2018 consumption expenditure data and correct for aggregation bias
in our measure of aggregate average wages, we find that our results are robust, though slight
aggregation bias exists. Nonetheless, we cannot reject null hypotheses that coefficient estimates
before and after correcting for aggregation bias are the same, leading us to conclude our estimates
are not significantly affected by our aggregation assumptions.

3.4.1 Long Run Structural Change: 1948-2018, Xgt/Xst

Our first exercise involves estimating (27) for U.S. final consumption expenditure data from 1948-
2018 in order to understand how real wage increases and relative price changes have contributed
to the long run structural transformation of the composition of U.S. consumption from goods

22For how we construct aggregate Wt, see Appendix A.2.
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dominated to services dominated. To accomplish this, we first estimate reduced-form parameters
and assess whether or not these estimates satisfy the restrictions imposed by Proposition 7. The
estimations can be divided into three camps, each dependent on how consumer durables are in-
corporated into the goods time series. First, the “Durables Stock” models are estimations on data
where Xgt is the sum of non-durable expenditure and the current dollar value of the entire stock
of durable goods. Prices reflect this composition.23 In the “Durables Expend” estimations Xgt cor-
responds to the sum of non-durable and durable expenditure; that is, in this model consumers do
not derive productive returns from using the entire stock of durables, just new durable purchases.
Finally, in the “No Durables” estimations we take the goods series to just represent non-durable
consumption expenditure and prices. For each dataset, we run two separate Cochrane-Orcutt re-
gressions — a regression where β3 is a free parameter and a restricted one where β3 = −β1 −β2

as discussed in Proposition 7.
Second stage reduced-form regression results after correcting for residual autocorrelation are

presented in Table 1, along with the results of the AR(1) estimation on first-stage residuals. Co-
efficient standard errors are in parentheses. For each of the datasets, accounting for durables
consumption in varying ways, the unrestricted regression results feature the goods price elasticity
β1 ∈ (0, 1) and the services price elasticity β2 ∈ (−1, 0) suggesting the elasticity of substitution
for the two final home production activities is less than one, and these activities are imperfect
complements with ρ ∈ (−∞, 0). Note that this does not say that market goods and services them-
selves are complements in the consumer’s consumption basket, just that the activities associated
with their consumption are complements. Similar results are attained in the restricted regressions,
though the restricted regression for the “No Durables” dataset features parameter estimates which
violate the structural restrictions imposed by Proposition 7. Note that all of the results presented
here operate on relative nominal expenditure or the nominal value of final goods utilization when
the durables stock is included. For robustness, we performed the same estimates and counterfac-
tual experiments when ratios of quantity indices are left-hand side variables in Appendix B. While
the reduced-form parameter restrictions for relative quantity equations are slightly different than
those described in Proposition 7, after correcting for this, estimated price and wage elasticities are
practically identical to those estimated using nominal ratios.

23See Appendix A.1 for how chain-weighted price indices for goods are constructed when durables are present.
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Table 1: Two-Stage Cochrane-Orcutt Regression of (27) with Aggregate ln(Xgt/Xst), 1948-2018

Second Stage Results

Durables Stocka Durables Expendb No Durablesc

Parameter (UR)d (R)e (UR)d (R)e (UR)d (R)e

β0
# 0.456 −0.204 0.502 −1.725 0.230 −2.086

(0.321) (0.183) (0.380) (0.232) (0.247) (0.140)
β1 0.436 0.661 0.149 0.659 0.712 1.114

(0.086) (0.045) (0.104) (0.086) (0.062) (0.069)
β2

# −0.501 −0.705 −0.386 −0.938 −0.899 −1.399
(0.082) (0.041) (0.092) (0.051) (0.062) (0.055)

β3
# −0.134 −0.334 −0.359

(0.089) (0.106) (0.069)

Observations 71 71 71 71 71 71
R2 0.959 0.900 0.952 0.880 0.988 0.962

Residual Std. Error
0.013 0.013 0.018 0.022 0.010 0.015

(df = 67) (df = 68) (df = 67) (df = 68) (df = 67) (df = 68)

F Statistic
390.710 203.377 331.770 166.649 1,340.827 579.827

(df = 4; 67) (df = 3; 68) (df = 4; 67) (df = 3; 68) (df = 4; 67) (df = 3; 68)

AR(1) on First Stage Residuals

Durables Stocka Durables Expendb No Durablesc

Parameter (UR)d (R)e (UR)d (R)e (UR)d (R)e

φ 0.899 0.951 0.851 0.900 0.904 0.920
(0.053) (0.037) (0.063) (0.053) (0.051) (0.047)

Observations 70 70 70 70 70 70
Residual Std. Error 0.014 0.017 0.019 0.032 0.011 0.025

# Since we model I = 2 commodities, we ignore i-subscripts on β0, β2, and β3.
a Goods expenditure and prices account for value of total durables stock.
b Goods expenditure and prices only account for value of new durables purchases.
c No measure of durables is included in goods expenditure or prices.
d “UR” denotes an unrestricted regression in which β3 is a free parameter that we estimate.
e “R” denotes a restricted regression in which we take β3 = −β1 −β2 as in Proposition 7.

Under our estimates and the critical assumption that the structural model accurately describes
households’ decision processes, we find −β1 > β2 implying that ωg < ωs. That is, in the home
production process associated with using market services the output elasticity for time use is rel-
atively lower than that in the home production process associated with using market goods, so
that producing one unit of the final commodity associated with market goods requires relatively
more time on the part of the consumer. This makes sense when one compares, for example, the
labor intensity of producing a home-cooked meal versus purchasing take out. Spending more
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time preparing a meal yields relatively higher returns to meal quality versus spending more time
eating out. Rather, to increase meal quality eating out, you often have to go to a fancier restaurant,
thus spending more on the market commodity itself, Qst. Sure, you may spend slightly more time
waiting for food at a fancier restaurant, but what our results say is that the increase in produc-
tive output of that additional unit of time is less than the increase associated with using market
services to produce final consumption.

At first glance, our reduced-form parameter estimates lend suspicion to the contention that
income effects are the primary cause of long run changes in the composition of household ex-
penditure. In both restricted regressions that feature some measure of durables expenditure,
β3 = −β1 − β2 > 0. Thus, holding prices fixed, our estimates predict that increases in wages
should lead to increases in the relative expenditure of goods to services, the opposite of the trend
we observe. Instead, it appears that the negative relationship between relative expenditure and
the services price must be driving the downward trend, lending credence to theories that relative
price effects are important. Given households are price takers in our model and assuming aggre-
gation under Proposition 8 holds, this suggests that the primary forces driving structural change
may be supply-side factors causing relative market price changes independent of consumer de-
mand, such as, for example, sector-biased technical progress (Ngai and Pissarides 2007), sectoral
differences in factor shares leading to differential rates of capital accumulation (Acemoglu and
Guerrieri 2008), or skill-biased technical change (Buera and Kaboski 2012; Autor and Dorn 2013).

3.4.2 Counterfactual Simulations

We run three separate counterfactual simulations of expenditure ratios. First, we fix relative prices
at their 1948 value, then for the latter two exercises we fix wages at their 1948 level and adjust
relative prices holding the final value of the entire consumption basket fixed to that observed in
1948.

Our first counterfactual exercise targets the wage effect, independent of relative price changes.
We answer the following question: what would relative aggregate expenditure be in 2018 if con-
sumer wages were the same as actually observed in 2018, but relative prices had remained at their
1948 value? To answer this we fix relative prices but still allow for the counterfactual price lev-
els to grow at the same rate as the aggregate chain-weighted price level Pt that we use to deflate
wages,24 in order to ensure that the real aggregate consumption value of labor hours Wt remains
unchanged. After computing counterfactual price levels, we use our elasticity and productivity
estimates to compute counterfactual log expenditure ratios:25

ln
(

X̃gt

X̃st

)
= β0 +β1 ln P̃gt +β2 ln P̃st +β3 ln Wt + Ξt (37)

24The details of the construction of Pt are described in Appendix A.1.
25All counterfactual values will feature tildes.

35



The goal is to assess the percentage difference in ultimate counterfactual ratios X̃g,2018

X̃s,2018
versus ob-

served ratios Xg,2018
Xs,2018

in order to understand how important relative price changes have been to
changes in relative expenditure.26 The simulated series are presented for each dataset in Figure
11.

In our second and third counterfactual exercises, we target the relative price effect independent
of wage growth. We answer the opposite question: what would relative aggregate expenditure
be in 2018, if relative prices had evolved to their 2018 value but purchasing powerd, as measured
by average wages, remained fixed at 1948 levels? To accomplish this, we fix wages at W̃t = W1948

effectively zeroing out the income effect, and then adjust relative prices in two ways, running two
separate simulations. First, we fix the counterfactual level of goods prices such that P̃gt = Pg,1948

and compute counterfactual P̃st = Pg,1948
/( Pg,2018

Ps,2018

)
. Next we run the same simulation but do the

opposite, fixing P̃st = Ps,1948 and computing P̃gt = Ps,1948

(
Pg,2018
Ps,2018

)
, so the absolute price level of

goods falls relative to its 1948 value. We then simulate

ln
(

X̃gt

X̃st

)
= β0 +β1 ln P̃gt +β2 ln P̃st +β3 ln W̃t + Ξt (39)

The goal is to again assess the percentage difference in 2018 counterfactual and observed expendi-
ture ratios in order to understand if zeroing out wage growth would cause the relative expenditure
time series to look any different. Both of these simulations are presented for each dataset in Figures
12 and 13.

Table 2: Percent Deviations of 2018 Counterfactual Expenditure Ratios from Data

100
(

X̃g,2018/X̃s,2018−Xg,2018/Xs,2018
Xg,2018/Xs,2018

)
Durables Stock Durables Expend No Durables

(UR) (R) (UR) (R) (UR) (R)(
P̃g,2018

P̃s,2018

)
=
(

Pg,1948
Ps,1948

)a
104.547 182.380 34.815 153.583 82.128 155.000

W̃2018 = W1948 & P̃s,2018 Adjustedb 35.332 -2.355 115.424 3.825 107.497 25.303

W̃2018 = W1948 & P̃g,2018 Adjustedc 49.318 4.351 186.057 45.112 139.670 56.015

a Zeroing-out relative price changes.
b Wage effect counterfactual, adjusting services prices only.
c Wage effect counterfactual, adjusting goods prices only.

26Specifically we compute

100
( X̃g,2018/X̃s,2018 − Xg,2018/Xs,2018

Xg,2018/Xs,2018

)
(38)
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In each of Figures 11, 12, and 13 all three long run relative expenditure series (black) are plotted
against their counterfactual series under both unrestricted (orange) and restricted (green) param-
eterizations. Looking first at wage effects in a vacuum when relative price effects are eliminated,
Figure 11 shows that we should expect long run nominal ratios to fall at slower rates than ob-
served in the data. If the downward trend in Xgt/Xst observed since 1948 were driven more
by wage growth than relative price changes, we would expect the counterfactual series, in this
case, to exhibit greater long run declines, not less. Notice further that the relative price effect ap-
pears strongest in Figure 11a when the full nominal value of the stock of durables is included in
the goods series. This is exhibited in more detail by comparing the percent differences between
2018 counterfactual nominal ratios and those in the data presented in Table 2. To understand
the strength of wage and relative price effects, readers should compare the rows of each column
of Table 2 independently. The first row describes predicted 2018 deviations from observed data
for counterfactual time series when only wage growth is at play, so that relative prices are fixed.
Rows 2 and 3 describe the two different counterfactual simulations targeting relative price effects,
by holding wage growth fixed. Notice that in the restricted regression for the “Durables Stock”
dataset the 2018 counterfactual nominal goods to services ratio is 182.38% higher than that ob-
served in the data, while wage growth independent of relative price changes appears to play only
a minimal role. In Figures 12a and 13a, holding real wages fixed as in rows 2 and 3 at their 1948
value while adjusting P̃st first then P̃gt to achieve relative price parity with that observed in 2018
leads to practically no observed counterfactual change in the nominal ratio under the restricted
regression when β3 = −β1 − β2, accounting for the presence of durables service flows. Again,
if wage growth were driving this change, we would expect the counterfactual series in this case
to exhibit less long run declines. Under our model restrictions, if we do not control for durables
service flows, notice that wage effects become slightly stronger, though relative price effects still
dominate. However, failing to impose the restriction β3 = −β1 −β2 and failing to control for the
presence of durable service flows causes wage effects to dominate, as previously documented in
Boppart (2014) (see “UR” columns for “Durables Expend” and “No Durables”). Looking at the un-
restricted column under “Durables Stock” counterfactuals, notice that the relative price effect still
dominates, though it is not as strong. This leads us to conclude that, while imposing our model
restrictions do lead to relatively weaker wage effects, failing to account for durables service flows
leads to substantially more biased inference. Thus changes in relative prices, not wage growth,
appear most responsible for the evolution of the composition of U.S. consumption expenditure
from 1948-2018.
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(a) (b) (c)

Figure 11: Constant relative prices

(a) (b) (c)

Figure 12: No wage growth, adjusting P̃st

(a) (b) (c)

Figure 13: No wage growth, adjusting P̃gt

3.4.3 Checking For Aggregation Bias: 2003-2018, Xgt/Xst

To understand the degree to which our results may be subject to aggregation bias, we compared
the results of two additional regressions using only 2003-2018 expenditure and price data to be
consistent with the length of the ATUS time series. First, we estimated an aggregated version of
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(27) using Wt computed as described in Appendix A.2. Then we estimated equation (36) comput-
ing Et ln wth as a weighted average of respondent wages from the ATUS. We then compared the
price and wage elasticities in both regressions under the null hypothesis that the parameters are
the same. The results suggest that our elasticity estimates are robust to potential aggregation bias.

Table 5 shows the absolute Z-scores with corresponding p-values underneath in parentheses
for tests on hypotheses that the parameter estimates do not significantly change when correcting
for aggregation bias. The regression results without correcting for aggregation bias are presented
in Table 3 with the corrected results in Table 4. Note that we cannot reject the null hypotheses that
reduced-form price and wage parameter estimates are the same between the two regressions for
any conventionally-used level of significance (i.e. 0.10 or lower). This suggests that aggregation
bias may not be significantly affecting our results. Further, inspection of the estimated elasticity
values shows that aggregation bias correction does not lead to values contradicting our inference
on underlying structural parameters. That is, elasticity estimates still suggest ρ < 0. Also, esti-
mates of β3 are more inelastic than the price elasticities, again suggesting that relative price effects
dominate the impacts of wage growth. We also examined the sign of εt over time, noting that
for all but the unrestricted “Durables Expend” regression, εt > 0. Regardless of the specific re-
gression, εt is also consistently signed over time and stable. Upon inspection of our estimates in
Tables 3 and 4, bias correction appears to affect intercept estimates only, systematically shifting the
regression surface. This is a product of the fact that for each regression, the bias over the period
2003-2018 is fairly stable, neither growing, declining, nor oscillating. Plots of εt for the different
regression are featured in Figure 14.
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Table 3: Two-Stage Cochrane-Orcutt Regressions of (27), 2003-2018

Second Stage Results, ln(Xgt/Xst)

Durables Stock Durables Expend No Durables

Parameter (UR) (R) (UR) (R) (UR) (R)

β0 −1.027 0.665 5.796 −0.740 0.031 −2.362
(1.230) (0.839) (2.909) (0.911) (1.554) (0.409)

β1 0.922 0.622 −0.012 0.660 0.757 0.872
(0.181) (0.076) (0.226) (0.196) (0.101) (0.088)

β2 −0.706 −0.433 0.076 −0.675 −0.731 −1.229
(0.215) (0.163) (0.320) (0.125) (0.324) (0.109)

β3 0.281 −1.797 −0.305
(0.340) (0.804) (0.430)

Observations 16 16 16 16 16 16
R2 0.974 0.966 0.928 0.997 1.000 1.000

Residual Std. Error
0.008 0.008 0.020 0.018 0.009 0.010

(df = 12) (df = 13) (df = 12) (df = 13) (df = 12) (df = 13)

F Statistic
114.433 123.738 51.585 1,493.415 21,919.690 20,498.610

(df = 4; 12) (df = 3; 13) (df = 4; 12) (df = 3; 13) (df = 4; 12) (df = 3; 13)

AR(1) on First Stage Residuals, ln(Xgt/Xst)

Durables Stock Durables Expend No Durables

Parameter (UR) (R) (UR)# (R) (UR) (R)

φ 0.523 0.546 — 0.604 0.401 0.488
(0.228) (0.224) — (0.213) (0.245) (0.233)

Observations 15 15 15 15 15 15
Residual Std. Error 0.008 0.009 — 0.019 0.009 0.010

# No autocorrelation detected.
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Table 4: Two-Stage Cochrane-Orcutt Regressions of (36), 2003-2018 w/ Bias Correction

Second Stage Results, ln(Xgt/Xst)

Durables Stock Durables Expend No Durables

Parameter (UR) (R) (UR) (R) (UR) (R)

β0 0.207 0.358 1.213 0.346 −0.210 −1.386
(0.283) (0.204) (0.727) (0.917) (0.332) (0.105)

β1 0.767 0.626 −0.241 0.715 0.586 0.893
(0.193) (0.041) (0.261) (0.110) (0.089) (0.088)

β2 −0.495 −0.482 −0.349 −0.551 −0.808 −1.016
(0.057) (0.053) (0.121) (0.145) (0.071) (0.081)

β3 −0.084 −0.743 −0.335
(0.109) (0.282) (0.128)

Observations 16 16 16 16 16 16
R2 0.974 0.974 0.936 0.996 0.977 1.000

Residual Std. Error
0.008 0.008 0.019 0.017 0.009 0.011

(df = 12) (df = 13) (df = 12) (df = 13) (df = 12) (df = 13)

F Statistic
113.598 163.072 58.024 1,168.760 169.132 22,368.830

(df = 4; 12) (df = 3; 13) (df = 4; 12) (df = 3; 13) (df = 4; 12) (df = 3; 13)

AR(1) on First Stage Residuals, ln(Xgt/Xst)

Durables Stock Durables Expend No Durables

Parameter (UR) (R) (UR)# (R) (UR)# (R)

φ 0.523 0.503 — 0.683 —- 0.412
(0.228) (0.231) — (0.195) — (0.243)

Observations 15 15 15 15 15 15
Residual Std. Error 0.008 0.008 — 0.018 — 0.009

# No autocorrelation detected.
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Table 5: Hypothesis Tests on Elasticity Differences

|Z| scores (p-values)

Durables Stock Durables Expend No Durables
Parameter (UR) (R) (UR) (R) (UR) (R)

β1 0.586 0.051 0.664 0.248 1.272 0.171
(0.279) (0.480) (0.253) (0.402) (0.102) (0.432)

β2 0.948 0.286 1.242 0.646 0.232 1.575
(0.172) (0.387) (0.107) (0.259) (0.408) (0.058)

β3 1.023 1.237 0.067
(0.153) (0.108) (0.473)

(a) (b) (c)

Figure 14: Aggregation error.

4 Conclusion

Whether you are talking about boats, beds, or restaurant meals, households cannot derive utility
from a market good unless they can allocate time to consume it. This idea is consistent with
early home production models. In this paper, we formalize the concept by allowing households
to explicitly choose time to spend consuming individual market goods. We use the resulting
estimation of the structural model to understand how accounting for home production affects
inference as to the causes of the structural transformation of market demand in the U.S. economy.
We show that after controlling for both how consumers derive utility from the service flows of
durable goods and how consumers spend their off-market time in home production activities,
relative price effects appear to dominate the impact of long run wage growth, calling into question
some results in the literature suggesting income effects are strongest.

Future work on macroeconomic trends resulting from household preferences should be careful
to consider the importance of home production motivations. Further, since households value and
derive utility from the entire stock of durable assets they own, economists should consider incor-
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porating the value of consumer durables into consumption series, lest estimation of underlying
utility parameters be biased. Finally, we contend that Beckerian home production models, which
feature implicit complementarities between time use and market consumption, are behaviorally
reasonable. Considering models where off-market time is split into various tasks in order to better
understand how household preferences drive various economic phenomena could lead to future
results that call into question other long-held conclusions in macroeconomics.
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A Data Appendix

In this section of the appendix, we both describe the procedures used to construct the datasets
featured in our analyses and discuss why time use data from the American Time Use Survey
(ATUS) may be biased against how consumers use new services. Any additional questions a
reader may have that are unanswered in this appendix should be referred to the corresponding
author. Dataset construction and estimation code in Stata and R are available upon request.

A.1 Consumption Expenditure Data Appendix

Consumption expenditure data series are taken from the Bureau of Economic Analysis’ (BEA)
National Income and Product Account (NIPA) tables. Specifically, we take the non-durable goods
and services nominal expenditure series from NIPA Table 1.1.5. To construct real data series, we
download the chain type price indices from NIPA Table 1.1.4. and chain type quantity indices
from NIPA Table 1.1.3. for non-durable goods and services. Since goods consumption includes
durables, in order to account for the fact that consumers enjoy service flows from durable expen-
diture over more than one period we turn to BEA Fixed Asset Table 1.1. which gives the current
dollar value of the nominal capital stock, including consumer durables. BEA Fixed Asset Table
1.2. provides a corresponding quantity index. From each of these, we use only the “Consumer
durable goods” series. Since this section describes construction of aggregate expenditure series,
household indices h are suppressed.

Now in possession of data series for nominal expenditure of non-durable goods and services,
the nominal value of the stock of consumer durables and corresponding price and quantity in-
dices where available, we can construct our aggregate “goods” and “services” consumption series
in real chained 2012 dollars. Note that construction of the real services consumption series requires
no additional steps beyond a standard deflationary procedure dividing the nominal services ex-
penditure series from Table 1.1.5. by the chain type price index from Table 1.1.4. The units of this
series should be read as “the real value of services consumption expenditure in 2012 chained dol-
lars.”27 Since “goods” consumption is the sum of non-durable consumption and the consumption
of service flows from the net stock of durable assets, we follow the procedure outlined in Online
Appendix C of Herrendorf, Rogerson, and Valentinyi (2013) and discussed in Whelan (2002) to
construct a measure of real goods consumption in units of 2012 chained dollars. Unfortunately
we cannot simply sum expenditure of non-durables and durables and divide this number by the
sum of 2012 chain-weighted real consumption since chain-weighted series are generally not addi-
tive (Whelan 2000, 2002). Instead we require an aggregate “goods” price index that accounts for
changing relative prices of non-durables and the price associated with the stock of all durables.
Note that the price index the BEA uses to construct the quantity index associated with the stock
of consumer durables from BEA Fixed Asset Table 1.2. is the same 2012 chained dollar index for

27See Whelan (2000, 2002) for further discussion of the units of this series.
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durables expenditure presented in NIPA Table 1.1.4.28 Using this durables expenditure price index,
we can construct a total “goods” quantity index that accounts for both aggregate non-durable
consumption and service flows derived from the entire stock of consumer durables following
Herrendorf, Rogerson, and Valentinyi (2013).

Let Q̃gt be a chain-weighted “goods” quantity index. Let the subscript nd denote non-durables
and d durables. Let Xit denote current dollar expenditure, Pit be a chain-weighted price such that
Pi,2012 = 100, and Qit be the real value of consumption in 2012 chained dollars for all i ∈ {nd, d}.
Note that Qit =

Xit
Pit

. Set the 2012 base year aggregate quantity index, Q̃g,2012 = 1. We compute

Q̃gt = Q̃g,t−1

√
(∑i Pi,t−1Qit)(∑i Xit)

(∑i Xi,t−1)(∑i PitQi,t−1)
∀t > 2012 where i ∈ {nd, d} (A.1)

Q̃gt = Q̃g,t+1

/√
(∑i PitQi,t+1)(∑i Xi,t+1)

(∑i Xit)(∑i Pi,t+1Qit)
∀t < 2012 where i ∈ {nd, d} (A.2)

Aggregate goods consumption in chained 2012 dollars is then

Qgt = Q̃gt ∑
i∈{nd,d}

Xi,2012 (A.3)

Finally, the aggregate chain-weighted goods price index with Pg,2012 = 1 is just

Pgt =
∑i∈{nd,d} Xit

Qgt
(A.4)

In addition to a composite goods price index, we also need an aggregate consumption price
index that accounts for relative changes in the value of both services and goods over time in order
to properly place aggregate wages in the same 2012 chain-weighted units as consumption prices.
To construct this series, repeat the above procedure except this time sum over i ∈ {s, nd, d} to
get Q̃t, an aggregate consumption quantity index in 2012 chain-weighted units. From there, an
aggregate consumption price index in 2012 chain-weighted units can be easily derived by first
computing real 2012 chain-weighted aggregate consumption Qt = Q̃t ∑i∈{s,nd,d} Xi,2012, then using

that value to get an aggregate price index Pt =
∑i∈{s,nd,d} Xit

Qt
.

A.2 Wage Data Appendix

We use two separate sources to construct the aggregate wage series for representative agent mod-
els and the separate wage series for different income levels in the heterogeneous agents model. For

28Note that the BEA only presents current dollar value Xdt and 2012 chain-weighted quantity indices Q̃dt for durable
stocks in the fixed asset tables, not prices. Nonetheless, it can be confirmed that the price index associated with the
stock of durables is the same as that associated with the flow of durables expenditure by performing the following

procedure. First, compute the 2012 chain-weighted real value of durables Qdt =
Q̃dtXd,2012

100 , since Q̃d,2012 = 100. Then
compute Pdt =

Xdt
Qdt

and compare this series to the price index for durables expenditure in NIPA Table 1.1.4. They are
the same.
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aggregate total nominal wages, we turn to NIPA Table 2.1.1. from the BEA, specifically “Compen-
sation of employees.” We then divide this number by non-seasonally adjusted annual total hours
worked by full-time and part-time employees from NIPA Tables 6.9B., 6.9C, and 6.9D., “Hours
worked by full-time and part-time employees.” This series is available from 1948-2018, thus we
truncate all of our analyses to expenditure and price data from this period only. When we ana-
lyze the time use patterns of heterogeneous agents, we take weighted average wages from ATUS
conditional upon observing positive labor earnings for households in different income quintiles.

To arrive at a measure of real wages in chained 2012 dollars that is consistent with our mea-
sures of consumption expenditure, we construct a chain-weighted aggregate consumption price
index with base year 2012 using the procedure as described in Appendix A.1. Let Pt describe the
price level of aggregate consumption and let Wt describe real wages. For each year we compute

Wt =

(
Total Nominal Wagest

Total Hourst

)
1
Pt

(A.5)

This gives a measure of wages in chain-weighted 2012 consumption-equivalent dollars. Figure 10a
shows imputed real wages have grown at a slower rate when the value of the stock of consumer
durables is not factored into the aggregate price index used to deflate nominal wages. This is
because long run inflation appears overstated without accounting for durables which is evident
in Figure 10b.

A.3 Measurement Errror in Time Use Data

Upon first glance, the structure of time use tasks recorded in the American Time Use Survey
(ATUS) diary survey permits a convenient aggregation to goods and services. The problem, how-
ever, is that the structure of the survey, specifically the way tasks are coded, biases time use against
market services. This is because the survey fails to accurately categorize consumers’ time spent
using new services, like smartphone apps and other mobile internet services. First, to under-
stand how one could think that the survey could be used to categorize time spent using goods
and services separately, consider the following example. The survey encodes time spent engaged
in“Interior cleaning” separately from time spent engaged “Using interior cleaning services.” In
the former, presumably the consumer is utilizing soaps, mops, brooms, etc. he has purchased on
the market to clean, while in the latter he is supervising a maid. Spending time “Interior cleaning”
is thus complementary with purchasing or using stocks of cleaning products (goods). Meanwhile,
spending time “Using interior cleaning services” is complementary with paying for a cleaning
service. The structure of this survey thus appears, on the surface, to lend itself to neat aggre-
gation in parallel with the way consumption expenditure is aggregated in the NIPA tables. Yet
when examining the amount of time consumers spend engaging with interpersonal communica-
tion technology and telephones, the survey’s bias against new services reveals itself.

The ATUS runs from 2003-2018 and the time use categorization in the diary survey has not
been significantly updated over this time to record the amount of time respondents spend using
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internet-based communication technologies. For example, the survey explicitly records how much
time a respondent spent on “Telephone calls to/from ...” but features no mechanism to capture
how much time consumers spend engaging in mobile communication via texting or social media.
The survey does ask respondents how much time they spent engaged in “personal e-mail and
messages,” but only for purposes of “household management.” In the classification of time use
activities, there is no mention of the word “internet.” “Computer use” features twice in the sur-
vey: once as “Computer use for leisure (exc. Games)” and another time as “Computer use” under
“Volunteer Activities: Administrative & Support Activities.” The survey does not directly ask con-
sumers how much time they spent browsing the internet or the amount of time they spent engaged
with virtual applications on their smartphones. Yet, trends in smartphone utilization suggest that
consumers may, on average, now spend more time engaged with media over their smartphones
than by watching television.29 To attempt to empirically assess how measures of consumer utiliza-
tion of communication services derived from ATUS data may be downwardly biased, Figure 15
shows how the measured absolute average time spent using the telephone and engaged in com-
munication activities with others has fallen from an average of approximately 72 minutes per day
in 2003 to just less than 65 minutes per day in 2018. Meanwhile, the average U.S. adult spent over
3 hours per day engaged with a mobile electronic device in 2018 according to a leading marketing
researcher.30 This discrepancy suggests that there is profound mis-measurement in ATUS as to the
amount of time consumers spend engaging with communication services.

B Estimation Results Using Quantity Indices

To test the robustness of our estimation results using expenditure ratios, we perform the same

log-linear regressions using chain-weighted aggregate quantity index ratios where Q̃g,2012

Q̃s,2012
= 1.

We estimate the following regression for all three datasets using both unrestricted OLS and also
enforcing the restriction that β8 = −β6 −β7, which is consistent with Proposition 5:

ln
(

Q̃gt

Q̃st

)
= β5 +β6 ln Pgt +β7 ln Pst +β8 ln Wth +Λth (B.1)

In generalβ5 , β0 since the base-year normalization would makeβ5 dependent on the initial level

of Q̃g,2012

Q̃s,2012
. Thus, theoretically in this regression we cannot identify β0. Further, in general Λth , Ξth,

the aggregate relative home productivity after aggregation of (27). However, the elasticities are
identified, and it should be the case that β6 = β1 − 1, β7 = β2 + 1, and β8 = β3. Regression
results for (B.1) from 1948-2018 without time use are presented in Table 6. In Table 7 we test the
coefficient restrictions on both our long run nominal value and quantity index regressions. Notice
that there is no statistically significant difference between the elasticity estimates, suggesting that
any counterfactual results we run on quantity index ratios should lead to the same inference as

29See https://www.emarketer.com/content/average-us-time-spent-with-mobile-in-2019-has-increased.
30Again, see https://www.emarketer.com/content/average-us-time-spent-with-mobile-in-2019-has-increased.
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Figure 15: This is a time series of weighted average aggregates of ATUS telephone utilization
and communication time. The exact diary variables aggregated here are t120101 and t120301 plus
t160101 thru t169989.

counterfactuals on nominal ratios.
Indeed that is what we find. Figures 17a and 18a show that income effects appear to have

little leverage on long run quantity ratios under our model-imposed regression restrictions. In
Figure 16a long run relative price changes lead to approximately 37.8% higher ratios of goods to
services (restricted regression) than if relative prices had remained fixed at their 1948 value. For
the case where we look only at non-durable quantities, if relative prices had not fallen, relative
consumption would be higher in 2018 by about 18.2% (see Figure 16c). Table 8 is the quantity
index ratio equivalent of Table 2. The fact that counterfactual aggregate quantity ratios fall as
a result of holding relative prices fixed again shows the significance of the substitution effect,
confirming the results in the main text.
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Table 6: Two-Stage Cochrane-Orcutt Regression on Aggregate ln(Q̃gt/Q̃st), 1948-2018

Second Stage Results

Durables Stocka Durables Expendb No Durablesc

Parameter (UR)d (R)e (UR)d (R)e (UR)d (R)e

β5 0.476 −0.184 1.208 −1.020 1.313 −1.003
(0.321) (0.183) (0.380) (0.232) (0.247) (0.140)

β6 −0.564 −0.339 −0.851 −0.342 −0.288 0.114
(0.086) (0.045) (0.104) (0.086) (0.062) (0.069)

β7 0.499 0.295 0.614 0.062 0.101 −0.399
(0.082) (0.041) (0.092) (0.051) (0.062) (0.055)

β8 −0.141 −0.340 −0.367
(0.088) (0.105) (0.068)

Observations 71 71 71 71 71 71
R2 0.868 0.690 0.536 0.238 0.944 0.832

Residual Std. Error
0.013 0.013 0.018 0.022 0.010 0.015

(df = 67) (df = 68) (df = 67) (df = 68) (df = 67) (df = 68)

F Statistic
109.907 50.560 19.381 7.099 279.960 112.475

(df = 4; 67) (df = 3; 68) (df = 4; 67) (df = 3; 68) (df = 4; 67) (df = 3; 68)

Significance levels: p<0.1; p<0.05; p<0.01
a Goods quantities and prices account for value of total durables stock.
b Goods quantities and prices only account for value of new durables purchases.
c No measure of durables is included in goods quantities or prices.
d “UR” denotes an unrestricted regression in which β8 is a free parameter that we estimate.
e “R” denotes a restricted regression in which we take β8 = −β6 −β7.
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Table 7: Hypothesis Tests on Parameter Restrictions

|Z| scores (p-values)

Durables Stock Durables Expend No Durables
H0 (UR) (R) (UR) (R) (UR) (R)

β6 −β1 + 1 = 0# 0.001 0.002 0.001 0.001 0.002 0.002
(0.499) (0.499) (0.500) (0.499) (0.499) (0.499)

β7 −β2 − 1 = 0 0.001 0.0004 0.0001 0.001 0.001 0.001
(0.500) (0.500) (0.500) (0.500) (0.500) (0.499)

β8 −β3 = 0 0.0003 0.001 0.001
(0.500) (0.500) (0.500)

# For example, Z = β6−β1+1√
SE2
β6

+SE2
β1

.

Table 8: Percent Deviations of 2018 Counterfactual Quantity Ratios from Data

100
( ˜̃Qg,2018/

˜̃Qs,2018−Q̃g,2018/Q̃s,2018

Q̃g,2018/Q̃s,2018

)
Durables Stock Durables Expend No Durables

(UR) (R) (UR) (R) (UR) (R)(
P̃g,2018

P̃s,2018

)
=
(

Pg,1948
Ps,1948

)a
-54.925 -37.769 -59.310 -23.470 -15.567 18.215

W̃2018 = W1948 & P̃s,2018 Adjustedb 35.337 -2.953 115.414 3.827 107.504 25.308
W̃2018 = W1948 & P̃g,2018 Adjustedc 49.344 4.359 186.072 45.131 139.687 56.027

a Analyzing the substitution effect by zeroing-out relative price changes.
b Income effect counterfactual, adjusting services prices only.
c Income effect counterfactual, adjusting goods prices only.

(a) (b) (c)

Figure 16: No substitution effect
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(a) (b) (c)

Figure 17: Income effect only, adjusting P̃st

(a) (b) (c)

Figure 18: Income effect only, adjusting P̃gt
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C Mathematical Appendix

C.1 Proofs

Lemma 1. Assume each household is a utility maximizer. Under Assumptions 1, 2, and 3, and
under Theorem 1 of Green (1964) attributed to Leontief (1947), we can restrict our analysis to

ũth(q1th, . . . , qith, . . . , qIth, n1th, . . . , nIth) (C.1)

where qith is some index that describes the grouping of market goods
{

qi1th, . . . , qi jith, . . . , qiJith
}

.

Proof. For notational simplicity, denote the marginal final utility for the consumption of market
good qi jit by MUt(qi jit) which is

MUt(qi jit) =
∂u
∂cit

∂ fit

∂qi jit
(C.2)

Let ji and j′i index two distinct components of qit. Theorem 1 of Green (1964) states that the indices
comprising grouped market goods must be constructed so that

∂

∂qi′ ji′ t

(
MUt(qi jit)

MUt(qi j′it
)

)
= 0 ∀i′ , i (C.3)

where j′i indexes a component of qi′t. Note that under Assumption 3 we can write

(
MUt(qi jit)

MUt(qi j′it
)

)
=

∂u
∂cit

∂ fit
∂qi ji t

∂u
∂cit

∂ fit
∂qi j′i t

(C.4)

=

∂ fit
∂qi ji t

∂ fit
∂qi j′i t

(C.5)

(C.5) only depends on goods in qit. By Assumption 2, (C.3) thus holds. Together under Assump-
tion 1, Theorem 1 of Green (1964) is satisfied. �

Lemma 2. The shadow price of activities cith associated with the consumption of qith is equal

exactly to Pit if and only if ∂ f̃ith
qith

= 1.

Proof. (⇐) Suppose ∂ f̃ith
∂qith

= 1, then clearly ∂u
∂cith

= Pitµth from ( 11).

(⇒) By contrapositive, suppose ∂ f̃ith
qith
, 1. Let P̃it be a candidate shadow price. We will show

this cannot equal Pit. Note that

∂u
∂cith

= P̃itµth (C.6)
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and
∂u

∂cith
=

Pit

∂ f̃ith
qith

µth (C.7)

⇒ P̃it =
Pit

∂ f̃ith
qith

, Pit (C.8)

�

Proposition 1. For each i, the value added in the production of final good cith is equal to wthnith,
the market value of time spent on task i.

Proof. While this proof holds for our explicit Cobb-Douglas parameterization of the home pro-
duction process f̃ith(qith, nith), we provide the proof using a general function fith(qith, nith) with the
following properties: the function is homogeneous of degree one in all arguments, strictly increas-
ing, and strictly concave. From Becker (1965), let pith be market inputs per unit of output cith and
let with be off-market time per unit of cith. Then we have

qith = pithcith (C.9)

nith = withcith (C.10)

which implies that implicit prices can be written

pith =
qith

cith
=

∂ fith
∂qith

qith
cith

∂ fith
∂qith

(C.11)

with =
nith

cith
=

∂ fith
∂nith

nith
cith

∂ fith
∂nith

(C.12)

Now under the homogeneity of degree one assumption, we can apply Euler’s Homogeneous
Function Theorem to write:

cith = fith(qith, nith) =
∂ fith

∂qith
qith +

∂ fith

∂nith
nith (C.13)

⇒ 1 =
∂ fith

∂qith

qith

cith
+

∂ fith

∂nith

nith

cith
(C.14)

Note that the terms on the right hand side of (C.14) are the output elasticities. Denote this value
asωith, where in the context of this proof the output elasticity is not necessarily time independent.
Since ∂ fith

∂qith
, ∂ fith

∂nith
> 0 and qith, nith, and cith > 0, then all terms on the right hand side must be

between (0, 1) implyingωith ∈ (0, 1). Thus we can write implicit prices in (C.11) and (C.12) as

pith =
ωith
∂ fith
∂qith

(C.15)
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with =
1−ωith

∂ fith
∂nith

(C.16)

Now consider a version of the budget constraint:

I

∑
i=1

Pitqith ≤ wt

(
n−

I

∑
i=1

nit

)
+ Rtkth − kt+1,h (C.17)

Multiply both sides of (C.9) by the market price Pit and both sides of (C.9) by the market wage wth

then substitute into the budget constraint to get:

I

∑
i=1

(Pit pit + wthwith)cith ≤ wthn + Rtkth − kt+1,h (C.18)

Following Becker (1965) the price of final consumption ψith is

ψith = Pit pith + wthwith (C.19)

Now consider the nominal value of final consumptionψithcith. Using (C.15) and (C.16) we can
write this as:

ψithcith =

(
Pitωith

∂ fith
∂qith

+
wth(1−ωith)

∂ fith
∂nith

)
cith (C.20)

Applying Euler’s theorem as before:

ψithcith =

(
Pitωith

∂ fith
∂qith

+
wth(1−ωith)

∂ fith
∂nith

)(
∂ fith

∂qith
qith +

∂ fith

∂nith
nith

)
(C.21)

= qithPitωith +

∂ fith
∂nith
∂ fith
∂qith

nithPitωith +

∂ fith
∂qith

∂ fith
∂nith

qithwth(1−ωith) + nithwth(1−ωith) (C.22)

But note that
∂ fith
∂nith
∂ fith
∂qith

is just the marginal rate of technical substitution which must be

∂ fith
∂nith
∂ fith
∂qith

=
wth

Pit
(C.23)

Thus (C.22) collapses to ψithcith = Pitqith + wthnith. Then the value added from home production
is just the value of the home productive process less the value of market inputs purchased, i.e.:

ψithcith − Pitqith = wthnith (C.24)

�
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Proposition 2. Under Lemma 1, CES utility for final consumption, and Cobb-Douglas aggregated
home production, the relative demand for market good j to market good i can be written

(
q jth

qith

)
=

[
θiωi[(1−ωi)/ωi]

(1−ωi)ρ

θ jω j[(1−ω j)/ω j]
(1−ω j)ρ

] 1
ρ−1

P
1−ρ+ρω j
ρ−1

jt P
1−ρ+ρωi

1−ρ
it w

ρ(ωi−ω j)
ρ−1

th

[
zith

z jth

] ρ
ρ−1

(C.25)

Proof. Start with the marginal rate of substitution for goods i and j:

∂ũth
∂qith

∂ũth
∂q jth

=
Pit

Pjt
(C.26)

⇒
ũth(qth, nth)

1−ρωiθiz
ρ
ithqρωi

ith nρ−ρωi
ith

(
1

qith

)
ũth(qth, nth)1−ρω jθ jz

ρ
jthq

ρω j
jth n

ρ−ρω j
jth

(
1

q jth

) =
Pit

Pjt
(C.27)

Substitute the implicit function nith(qith) expressed in (21) for each process then cancel like terms
to get

ωiθiz
ρ
ithqρωi

ith

(
Pit(1−ωi)/(wthωi)qith

)ρ−ρωi
(

1
qith

)
ω jθ jz

ρ
jthq

ρω j
jth

(
Pjt(1−ω j)/(wthω j)q jth

)ρ−ρω j
(

1
q jth

) =
Pit

Pjt
(C.28)

⇒
ωiθiz

ρ
ith

(
Pit(1−ωi)/(wthωi)

)ρ−ρωi qρ−1
ith

ω jθ jz
ρ
jth

(
Pjt(1−ω j)/(wthω j)

)ρ−ρω j qρ−1
jths

=
Pit

Pjt
(C.29)

Collect like terms and move everything but quantities to the right side:

(
qith

q jth

)ρ−1

=

[
θ jω j[(1−ω j)/ω j]

(1−ω j)ρ

θiωi[(1−ωi)/ωi](1−ωi)ρ

]
P
ρ−ρω j−1
jt P1−ρ+ρωi

it w
ρ(ωi−ω j)

th

[
z jth

zith

]ρ
(C.30)

Rewrite the left side so that q jth is on top, then raise both sides to 1
1−ρ power to get

(
q jth

qith

)
=

[
θiωi[(1−ωi)/ωi]

(1−ωi)ρ

θ jω j[(1−ω j)/ω j]
(1−ω j)ρ

] 1
ρ−1

P
1−ρ+ρω j
ρ−1

jt P
1−ρ+ρωi

1−ρ
it w

ρ(ωi−ω j)
ρ−1

th

[
zith

z jth

] ρ
ρ−1

(C.31)

�

Corollary 2. The same procedure can be applied as in Proposition 2 to express the time devoted
toward production process j relative to process i as follows:

(
n jth

nith

)
=

[
θi(1−ωi)[ωi/(1−ωi)]

ρωi

θ j(1−ω j)[ω j/(1−ω j)]
ρω j

] 1
ρ−1

P
ρω j
ρ−1
jt P

ρωi
1−ρ

it w
ρ(ωi−ω j)
ρ−1

th

[
zith

z jth

] ρ
ρ−1

(C.32)
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Proof. Start with the marginal rate of substitution for time use between processes i and j:

∂ũth
∂nith
∂ũth
∂n jth

= 1 (C.33)

⇒ ũth(qth, nth)
1−ρ(1−ωi)θiz

ρ
ithqρωi

ith nρ−ρωi
ith

(
1

nith

)
=

ũth(qth, nth)
1−ρ(1−ω j)θ jz

ρ
jthq

ρω j
jth n

ρ−ρω j
jth

(
1

n jth

) (C.34)

Substitute (22) for each good and cancel like terms to get

(1−ωi)θiz
ρ
ith

(
wthωi/[Pit(1−ωi)]nith

)ρωi nρ−ρωi
ith

(
1

nith

)
=

(1−ω j)θ jz
ρ
jth

(
wthω j/[Pjt(1−ω j)]n jth

)ρω j n
ρ−ρω j
jth

(
1

n jth

) (C.35)

Collect like terms and isolate relative time use on the left hand side:(
nith

n jth

)ρ−1

=

[
θ j(1−ω j)[ω j/(1−ω j)]

ρω j

θi(1−ωi)[ωi/(1−ωi)]ρωi

]
P
−ρω j
jt Pρωi

it w
ρ(ω j−ωi)

th

[
z jth

zith

]ρ
(C.36)

Rewrite the left side so that n jth is on top, then raise both sides to 1
1−ρ power to get

(
n jth

nith

)
=

[
θi(1−ωi)[ωi/(1−ωi)]

ρωi

θ j(1−ω j)[ω j/(1−ω j)]
ρω j

] 1
ρ−1

P
ρω j
ρ−1
jt P

ρωi
1−ρ

it w
ρ(ωi−ω j)
ρ−1

th

[
zith

z jth

] ρ
ρ−1

(C.37)

�

Proposition 3. Fix P1 = P2 = 1 and z2. Consider the following cases separately:

i. If final goods are substitutes so that ρ ∈ (0, 1), then an increase (decrease) in z1 is welfare
improving and results in an increase (decrease) in equilibrium q1

q2
and an increase (decrease)

in n1
n2

.

ii. If final goods are complements so that ρ ∈ (−∞, 0), then an increase (decrease) in z1 is welfare
improving and results in a decrease (increase) in equilibrium q1

q2
and a decrease (increase) in

n1
n2

.

Proof. We present the proofs for the two sub-statements of the proposition together since they each
rely on the quasi-Hicksian relative demand functions:

q2(q1) =

(
u−θ1zρ1qρ1

( 1−ω
ω

)ρ−ρωPρ−ρω1

θ2zρ2
( 1−ω
ω

)ρ−ρωPρ−ρω2

) 1
ρ

(C.38)
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n2(n1) =

(
u−θ1zρ1nρ1

(
ω

1−ω
)ρωPρω−1

1

θ2zρ2
(
ω

1−ω
)ρωPρω−1

2

) 1
ρ

(C.39)

In (C.38) time use has been concentrated out using (21) and in (C.39) market purchases have been
concentrated out using (22).

To understand how relative demand changes for any given utility level u due to a change in z1
z2

,
suppose z2, q1, and u are fixed, along with prices and elasticities. Partially differentiating (C.38) in
z1 we get:

∂q2(q1)

∂z1
= −q2(q1)

1−ρ
ρ

(
P1

P2

)ρ−ρω( 1
z2

)ρ
qρ1zρ−1

1 < 0 ∀ρ (C.40)

Thus for all possible ρ we are considering, an upward adjustment in z1 leads to a downward
adjustment in q2 relative to q1 at every possible utility level. An identical argument holds for
∂n2(n1)

∂z1
. Thus, changes in z1 affect the curvature of the indifference curves. Specifically, as a result

of changes in z1, relative market purchases and time use either fall dramatically or very little which
is readily apparent following from the limiting conditions

lim
q1→0

∂q2(q1)

∂z1

∣∣∣∣∣
ρ∈(0,1)

= 0 (C.41)

lim
q1→0

∂q2(q1)

∂z1

∣∣∣∣∣
ρ<0

= −∞ (C.42)

lim
q1→∞ ∂q2(q1)

∂z1

∣∣∣∣∣
ρ∈(0,1)

= −∞ (C.43)

lim
q1→∞ ∂q2(q1)

∂z1

∣∣∣∣∣
ρ<0

= 0 (C.44)

The same limiting outcomes occur for ∂n2(n1)
∂z1

. This implies that for every q1
q2

pair, holding q1 fixed
the associated value of q2 declines, causing the indifference curves for every u to shift downward.

The sign of equilibrium changes to q1
q2

and n1
n2

depends on how the slope of the indifference
curves change as a result of changes to z1. Note that the composite utility function is homothetic,
implying linear expansion paths. This ensures that equilibrium outcomes move in accordance
with those in Figures 1 and 2. �

Proposition 4. Fix z1 = z2 = 1 and P2. Consider the following cases separately:

i. If final goods are substitutes so that ρ ∈ (0, 1), then an increase (decrease) in P1
P2

leads to a
decrease (increase) in equilibrium q1

q2
and a decrease (increase) in equilibrium n1

n2
.

ii. If final goods are complements so that ρ ∈ (−∞, 0), then an increase (decrease) in P1
P2

leads to
a decrease (increase) in equilibrium q1

q2
and an increase (decrease) in n1

n2
.
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Proof. Suppose P2 = 1. Consider the two cases separately, and note we need only prove mono-
tonicity:

i. ρ ∈ (0, 1) — If P1 increases then the budget constraint shifts inward, as in Figure 3. Refer
now to the marginal rate of substitution conditions in (25) and (26) and consider equilibrium
choices which must satisfy

q1

q2
=

(
P1

P2

) 1−ρ+ρω
ρ−1

(C.45)

n1

n2
=

(
P1

P2

) ρω
ρ−1

(C.46)

∀ρ,ω ∈ (0, 1), 1−ρ+ρω
ρ−1 < 0 and ρω

ρ−1 < 0. Thus as P1 rises equilibrium q1
q2

and n1
n2

fall.

ii. ρ < 0 — Note that for ρ < 0, 1−ρ+ρω
ρ−1 < 0 as long as ρ < 1

1−ω which holds ∀ω ∈ (0, 1). But
now the sign of ρω

ρ−1 has changed and ρω
ρ−1 > 0. Thus q1

q2
and n1

n2
co-move negatively.

�

Proposition 5. Consider the implications of two separate cases and their corresponding sub-
cases:

i. Suppose ρ(ω2−ω1)
ρ−1 < 0 so that q1

q2
is decreasing in w then one and only one of the following

must hold:

a. ρ < 0 andω2 < ω1

b. ρ ∈ (0, 1) andω2 > ω1

ii. Suppose ρ(ω2−ω1)
ρ−1 > 0 so that q1

q2
is increasing in w then one and only one of the following

must hold:

a. ρ < 0 andω2 > ω1

b. ρ ∈ (0, 1) andω2 < ω1

Proof. We will prove each case separately:

i. Suppose ρ(ω2−ω1)
ρ−1 < 0. Clearly, for all feasible ρ < 1 the denominator is less than 0. Therefore,

we must have ρ(ω2 −ω1) > 0. This happens when ρ < 0 and ω2 < ω1 or when ρ ∈ (0, 1)
andω2 >ω1. The converse clearly holds as well.

ii. Suppose ρ(ω2−ω1)
ρ−1 > 0. Clearly, for all feasible ρ < 1 the denominator is less than 0. Therefore,

we must have ρ(ω2 −ω1) < 0. This happens when ρ < 0 and ω2 > ω1 or when ρ ∈ (0, 1)
andω2 <ω1. The converse, again, clearly holds.

�
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Proposition 6. Fix z1 = z2 = 1. If household labor supply is non-constant in prices, i.e. ∂l
∂Pi
, 0

for all i ∈ {1, 2}, thenω1 ,ω2.

Proof. We will prove this using the contrapositive argument that if ω1 = ω2 then ∂l
∂Pi

= 0 for all
i ∈ {1, 2}. Supposeω1 = ω2 = ω. Ignore variation in wages w for this exercise. Note that, from

(26) we can have the implicit function n1(n2) =
(

P1
P2

) ρω
ρ−1

n2 which we can substitute into the time
allocation constraint l + n1 + n2 = n to get the implicit function

l(P1, P2) = n− n2(P1, P2)

[
1 +

(
P1

P2

) ρω
ρ−1
]

(C.47)

Given we are assuming w is fixed, we can use (22) and the equilibrium ratio of q1
q2

given by setting
(25) equal to P1

P2
to get an expression for q1 as a function of n2:

q2(n2) =

(
ω

1−ω

)(
w
P2

)
n2

q1(q2) =

(
P1

P2

) 1−ρ+ρω
ρ−1

q2

⇒ q1
(
q2(n2)

)
=

(
P1

P2

) 1−ρ+ρω
ρ−1

(
ω

1−ω

)(
w
P2

)
n2

(C.48)

Now, we can substitute q1, q2, and n1 out of the budget constraint to get n2 as a function of prices

P1q1 + P2q2 + wn1 + wn2 = y

⇒
(

P1

P2

) 1−ρ+ρω
ρ−1

(
ω

1−ω

)(
P1w
P2

)
n2 +

(
ω

1−ω

)
wn2 + w

(
P1

P2

) ρω
ρ−1

n2 + wn2 = y

⇒ n2(P1, P2) =
(1−ω)y

w
[
1 +

( P1
P2

) ρω
ρ−1
]

(C.49)

Returning to (C.47) we can use the above expression for n2(P1, P2) to get

l(P1, P2) = n− (1−ω)y
w

(C.50)

where ∂l
∂P1

= 0 and ∂l
∂P2

= 0 for fixed y. �

Proposition 7. Assumeωi ∈ (0, 1) for all i and suppose ρ , 0. For all structurally-valid values of
β1 and β2i, β3i = −β1 −β2i. Further, one of the following reduced-form restrictions must hold:
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i. Home activities are substitutes so that ρ ∈ (0, 1) and:

β1 ∈ (−∞, 0)

β2i ∈ (0, ∞)

β3i ∈ (−∞, ∞)

(C.51)

ii. Home activities are complements so that ρ ∈ (−∞, 0) and:

β1 ∈ (0, 1)

β2i ∈ (−1, 0)

β3i ∈ (−1, 1)

(C.52)

For completeness, β0i ∈ (−∞, ∞).

Proof. First, note that

ω1 =
β1(ρ− 1)

ρ
(C.53)

ωi =
β2i(1− ρ)

ρ
(C.54)

⇒ β3i =
β2i(1− ρ)−β1(ρ− 1)

ρ− 1
(C.55)

= −β2i −β1 (C.56)

Now, for β1 and β2i consider the two cases separately:

i. Home activities are substitutes so that ρ ∈ (0, 1). Start with β1 = ρω1
ρ−1 . Assume ρ is interior.

lim
ω1→+0

ρω1

ρ− 1
= 0 and lim

ω1→−1

ρω1

ρ− 1
=

1
ρ− 1

(C.57)

Now take ρ to 0 and 1, holdingω1 interior and fixed. As ρ→− 1, 1
ρ−1 → −∞. So

lim
ρ→+0

ρω1

ρ− 1
= 0

and lim
ρ→−1

ρω1

ρ− 1
= −∞ (C.58)

For ρ ∈ (0, 1), these cases are exhaustive. Thus β1 ∈ (−∞, 0).

Consider β2i =
ρωi
1−ρ . Again, assume ρ is interior. By applying the same logic as in (C.57) and

(C.58) and reversing the sign, β2i → 0 asωi →+ 0, β2i → 1
1−ρ asωi →− 1, β2i → 0 as ρ→+ 0,

and β2i → ∞ as ρ→− 1 with 1
1−ρ → ∞ as ρ→− 1. Thus β2i ∈ (0, ∞).
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Now consider β3 = ρ(ωi−ω1)
ρ−1 . First, assumeωi andω1 are interior and send ρ to its endpoints:

lim
ρ→+0

ρ(ωi −ω1)

ρ− 1
= 0 and lim

ρ→−1

ρ(ωi −ω1)

ρ− 1
= −∞ (C.59)

Now assumeω1 is interior. Note that

lim
ρ→−1

lim
ωi→+0

ρ(ωi −ω1)

ρ− 1
= −∞ and lim

ρ→−1
lim
ωi→+0

ρ(ωi −ω1)

ρ− 1
= ∞ (C.60)

The same procedure can be applied assumingωi is interior and sendingωg to its endpoints,
flipping the sign. It follows that β3i ∈ (−∞, ∞) if ρ ∈ (0, 1).

ii. Home activities are complements so that ρ ∈ (−∞, 0). Again, start with β1 = ρω1
ρ−1 . Consider

the double limits:

lim
ρ→−0

lim
ω1→+0

ρω1

ρ− 1
= lim
ρ→−0

lim
ω1→−1

ρω1

ρ− 1
= 0 (C.61)

Taking ρ to −∞, note that

lim
ω1→+0

lim
ρ→−∞ ρω1

ρ− 1
=

∞∞
⇒ By L‘Ĥopital’s Rule: lim

ω1→+0
lim
ρ→−∞(ω1) = 0

(C.62)

and lim
ρ→−∞ lim

ω1→−1

ρω1

ρ− 1
= 1 (C.63)

Thus, β1 ∈ (0, 1).

Turning to β2i, the logic is the same except the signs are flipped, so β2i ∈ (−1, 0).

Consider β3i =
ρ(ωi−ω1)
ρ−1 . First, assumeωi andω1 are interior. Note that as ρ →− 0, β3i → 0.

Consider the following

lim
ρ→−∞ ρ(ωi −ω1)

ρ− 1
=

∞∞
⇒ By L‘Ĥopital’s Rule: lim

ρ→−∞(ωi −ω1) = (ωi −ω1)
(C.64)

Now send ωi and ω1 to their endpoints, using the result of applying L‘Ĥopital’s Rule to
the limit as ρ → −∞. Clearly since ωi ∈ (0, 1), ∀i ≥ 1, then (ωi −ω1) ∈ (−1, 1). Thus
β3i ∈ (−1, 1) when ρ ∈ (−∞, 0).

For completeness, let us now show thatβ0i can take any real value, regardless of ρ. We require
θ̃i > 0. Recall

β0i =

(
1

ρ− 1

)
ln

[
θ̃iωi[(1−ωi)/ωi]

(1−ωi)ρ

ω1[(1−ω1)/ω1](1−ω1)ρ

]
(C.65)
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Using the additive property of logarithms:

β0i =

(
1

ρ− 1

)[
ln θ̃i + lnωi − lnω1 + (1−ωi)ρ

(
ln(1−ωi)− lnωi

)
− (1−ω1)ρ

(
ln(1−ω1)− lnω1

)] (C.66)

Suppose θ̃i is finite and ωi and ω1 are interior. As ρ → 0 from both sides, β0i can be any
positive or negative real number depending on the values of θ̃i, ωi, and ω1. As ρ →− 1,
β0i → −∞. Now consider the case where θ̃i,ωi, andω1 are finite and ρ→ −∞:

lim
ρ→−∞

(
1

ρ− 1

)[
ln θ̃i + lnωi − lnω1 + (1−ωi)ρ

(
ln(1−ωi)− lnωi

)
− (1−ω1)ρ

(
ln(1−ω1)− lnω1

)]
= ±∞∞

(C.67)

where the sign of the limit depends on whether ωi and ω1 are less than or greater than 1
2 .

Applying L‘Ĥopital’s Rule:

lim
ρ→−∞

[
(1−ωi)

(
ln(1−ωi)− lnωi

)
− (1−ω1)

(
ln(1−ω1)− lnω1

)]
= lim

ρ→−∞(1−ωi)
(

ln(1−ωi)− lnωi

)
− lim
ρ→−∞(1−ω1)

(
ln(1−ω1)− lnω1

) (C.68)

Now consider the double limits:

lim
ωi→+0

lim
ρ→−∞(1−ωi)

(
ln(1−ωi)− lnωi

)
= −∞ ∀i ≥ 1 (C.69)

lim
ωi→−1

lim
ρ→−∞(1−ωi)

(
ln(1−ωi)− lnωi

)
= lim

ωi→−1
lim
ρ→−∞ ln(1−ωi)− lnωi

1
1−ωi

=
−∞∞

⇒ By L‘Ĥopital’s Rule lim
ωi→−1

lim
ρ→−∞

− 1
1−ωi

− 1
ωi

1
(1−ωi)2

= lim
ωi→−1

lim
ρ→−∞ωi − 1

ωi
= 0 ∀i ≥ 1

(C.70)

Depending on whether ω1 or ωi goes to 0, (C.69) implies that β0i → ±∞. Sending ωi → 1
sends the corresponding term to 0, so this limiting condition does not affect the bounds for
β0i. The cases here are enough to show β0i ∈ (−∞, ∞) for any feasible ρ.
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Finally, β4i ∈ (0, ∞) since 0 < (1−ωi)/ωi < ∞ always, and

lim
ωi→+0

(1−ωi)/ωi = ∞ (C.71)

lim
ωi→−1

(1−ωi)/ωi = 0 (C.72)

Thus both the numerator and denominator of β4i =
(1−ωi)/ωi
(1−ω1)/ω1

independently range over the
positive real line, so β4i ∈ (0, ∞).

�

Proposition 8. Let Wt be aggregated real labor income per hour worked, and let Zit
Z1t

be the rela-

tive aggregated total factor home productivity. If Wt
wth

=
(

zith
z1th

) 1
ωi−ω1

/(
Zit
Z1t

) 1
ωi−ω1 , then the relative

expenditure function admits aggregation.

Proof. Start with household h’s relative real demand representation from Proposition 1, letting the
numerator good be denoted as commodity i = 1. Multiply both sides by P1t

Pit
and write

(
x1th

xith

)
=

[
θiωi[(1−ωi)/ωi]

(1−ωi)ρ

θ1ω1[(1−ω1)/ω1](1−ω1)ρ

] 1
ρ−1

P
ρω1
ρ−1

1t P
ρωi
1−ρ

it w
ρ(ωi−ω1)
ρ−1

th

[
zith

z1th

] ρ
ρ−1

(C.73)

⇔ x1th = xith

[
θiωi[(1−ωi)/ωi]

(1−ωi)ρ

θ1ω1[(1−ω1)/ω1](1−ω1)ρ

] 1
ρ−1

P
ρω1
ρ−1

1t P
ρωi
1−ρ

it w
ρ(ωi−ω1)
ρ−1

th

[
zith

z1th

] ρ
ρ−1

(C.74)

Summing both sides of (C.74) over households

∑
h

x1th = ∑
h

xith

[
θiωi[(1−ωi)/ωi]

(1−ωi)ρ

θ1ω1[(1−ω1)/ω1](1−ω1)ρ

] 1
ρ−1

P
ρω1
ρ−1

1t P
ρωi
1−ρ

it w
ρ(ωi−ω1)
ρ−1

th

[
zith

z1th

] ρ
ρ−1

(C.75)

Given Wt
wth

=
(

zith
z1th

) 1
ωi−ω1

/(
Zit
Z1t

) 1
ωi−ω1 , we are assuming that household wages as a fraction of the

average wage are inversely proportionate to household relative productivities and aggregate total
factor home productivities:

w
ρ(ωi−ω1)
ρ−1

th

[
zith

z1th

] ρ
ρ−1

= W
ρ(ωi−ω1)
ρ−1

t

[
Zit

Z1t

] ρ
ρ−1

(C.76)

This assumption is needed in order to make a substitution on the right hand side of (C.75) that
eliminates the dependency of wages and relative productivities on households. For every h sub
out (C.76) and factor then divide both sides by ∑h xith = Xit to write:

(
X1t

Xit

)
=

[
θiωi[(1−ωi)/ωi]

(1−ωi)ρ

θ1ω1[(1−ω1)/ω1](1−ω1)ρ

] 1
ρ−1

P
ρω1
ρ−1

1t P
ρωi
1−ρ

it W
ρ(ωi−ω1)
ρ−1

t

[
Zit

Z1t

] ρ
ρ−1

(C.77)
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which is relative aggregate expenditure expressed only as a function of prices, aggregate average
wages, and aggregate in-home productivities. �

C.2 Labor Supply Dependency on Prices

Here, we derive an implicit expression for l as a function of prices, wages, and elasticities in the
two-good economy we use for comparative statics. Recall that cash on hand y is fixed, z1 = z2 = 1,
and θ1 = θ2. First, start with the relative time use expression from (24), multiply both sides by n2,
and define the functionφ1(P1, P2,ω1,ω2, w) to get an implicit expression for n1:

n1(n2) =

[
(1−ω2)[ω2/(1−ω2)]

ρω2

(1−ω1)[ω1/(1−ω1)]ρω1

] 1
ρ−1

P
ρω1
ρ−1

1 P
ρω2
1−ρ

2 w
ρ(ω2−ω1)

ρ−1

︸                                                                 ︷︷                                                                 ︸
φ1(P1 ,P2 ,ω1 ,ω2 ,w)

n2 (C.78)

Continuing with the relative consumption expression from (23), multiply both sides by q2, and
define the functionφ2(P1, P2,ω1,ω2, w) to get an implicit expression for q1:

q1(q2) =

[
ω2[(1−ω2)/ω2]

(1−ω2)ρ

ω1[(1−ω1)/ω1](1−ω1)ρ

] 1
ρ−1

P
1−ρ+ρω1
ρ−1

1 P
1−ρ+ρω2

1−ρ
2 w

ρ(ω2−ω1)
ρ−1

︸                                                                        ︷︷                                                                        ︸
φ2(P1 ,P2 ,ω1 ,ω2 ,w)

q2 (C.79)

Using q2(n2) =
(

ω2
1−ω2

)(
w
P2

)
n2 we can write q1 as an implicit function of n2 as previously:

q1
(
q2(n2)

)
= φ2(P1, P2,ω1,ω2, w)

(
ω2

1−ω2

)(
w
P2

)
n2 (C.80)

We can now rewrite the budget constraint to get n2(P1, P2,ω1,ω2):

φ2(P1, P2,ω1,ω2, w)

(
ω2

1−ω2

)(
P1w
P2

)
n2 +

(
ω2

1−ω2

)
wn2 + wφ1(P1, P2,ω1,ω2, w)n2 + wn2 = y

⇒ n2(P1, P2,ω1,ω2, w) =
(1−ω2)y

w
[
1 +φ1(P1, P2,ω1,ω2, w) +ω2

( P1
P2

)
φ2(P1, P2,ω1,ω2, w)

]
(C.81)

Finally, with the time use constraint we can write l(P1, P2,ω1,ω2) using the objects we just de-
rived:

l(P1, P2,ω1,ω2, w) = n−φ1(P1, P2,ω1,ω2, w)n2(P1, P2,ω1,ω2, w)− n2(P1, P2,ω1,ω2, w)

(C.82)

For completeness, note that we require 0 ≤ l ≤ n, a restriction we impose in our numerical
simulations in Section 2.3.3.
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